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Abstract: Machine Learning (ML) has been used for a long time and has gained wide attention over
the last several years. It can handle a large amount of data and allow non-linear structures by using
complex mathematical computations. However, traditional ML models do suffer some problems,
such as high bias and overfitting. Therefore, this has resulted in the advancement and improvement
of ML techniques, such as the bagging and boosting approach, to address these problems. This study
explores a series of ML models to predict the water quality classification (WQC) in the Kelantan
River using data from 2005 to 2020. The proposed methodology employed 13 physical and chemical
parameters of water quality and 7 ML models that are Decision Tree, Artificial Neural Networks,
K-Nearest Neighbors, Naïve Bayes, Support Vector Machine, Random Forest and Gradient Boosting.
Based on the analysis, the ensemble model of Gradient Boosting with a learning rate of 0.1 exhibited
the best prediction performance compared to the other algorithms. It had the highest accuracy
(94.90%), sensitivity (80.00%) and f-measure (86.49%), with the lowest classification error. Total
Suspended Solid (TSS) was the most significant variable for the Gradient Boosting (GB) model to
predict WQC, followed by Ammoniacal Nitrogen (NH3N), Biochemical Oxygen Demand (BOD)
and Chemical Oxygen Demand (COD). Based on the accurate water quality prediction, the results
could help to improve the National Environmental Policy regarding water resources by continuously
improving water quality.

Keywords: water quality class; water quality index; supervised machine learning; random forest;
gradient boosting; decision tree

1. Introduction

Water pollution is a critical issue in Malaysia with a negative impact on water resources
sustainability, which can cause an inadequate water supply to all people even though a
large number of water resources are available [1]. The most important natural resource
issue that humanity will have to address in the 21st century is water [2]. The combined
impacts of human activities and climate change have resulted in significant changes in the
run-off from many rivers and increasing water scarcity [2]. Water scarcity not only poses
a threat to human life and social development, but also has a significant impact on the
Gross Domestic Product [3]. To reduce the impact of water pollution, the monitoring and
assessment of river water quality is crucial.

In Malaysia, the two primary approaches being used in water quality assessment are
the Water Quality Index and National Water Quality Standard (NWQS) [4]. This study
uses the Water Quality Index (WQI) to predict the water quality classification. WQI is an
index that can represent the overall water quality status with a single score of the subindex

Water 2022, 14, 1067. https://doi.org/10.3390/w14071067 https://www.mdpi.com/journal/water

https://doi.org/10.3390/w14071067
https://doi.org/10.3390/w14071067
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/water
https://www.mdpi.com
https://orcid.org/0000-0003-3461-8311
https://orcid.org/0000-0002-2488-8716
https://doi.org/10.3390/w14071067
https://www.mdpi.com/journal/water
https://www.mdpi.com/article/10.3390/w14071067?type=check_update&version=1


Water 2022, 14, 1067 2 of 20

based on six parameters, which are Dissolved Oxygen (DO) in percentage of saturation,
Biochemical Oxygen Demand, Ammoniacal Nitrogen, pH, Total Suspended Solid (TSS)
and Chemical Oxygen Demand [5]. It ranges from 0 to 100 and indicates the class of the
water, whether it is clean, slightly polluted or polluted. If the WQI falls within the range
of 81 to 100%, the river water status is classified as ‘clean’, a range between 60 to 80% as
‘slightly polluted’ and a range 0 to 59% as ‘polluted’ [5].

The WQI offers important statistics for decision makers. However, there is no univer-
sal method to predict and classify the WQI [6]. To deal with these challenges, researchers
have implemented the artificial intelligence approach [7]. Modelling based on artificial
intelligence removes sub-index calculations and produces a WQI value quickly. Moreover,
the advantages of the AI approach are that it is not sensitive to missing values and can
handle complex mathematical computations with a large amount of data and non-linear
structures [6]. Therefore, many researchers are paying special attention to the employment
of these artificial intelligence-based methods, such as Machine Learning. There are sev-
eral works on Machine Learning models in the previous study, such as Artificial Neural
Network, Decision Tree, k-Nearest Neighbor, Naïve Bayes and Support Vector Machine.
However, these conventional Machine Learning methods suffer some problems, such as
high bias and overfitting [7]. So, this has led to the advancement and improvement of
Machine Learning algorithms using ensemble methods, such as the bagging and boosting
approach, to address these problems [8]. Ensemble models produce more accurate pre-
dictions by combining the decisions of multiple base classifiers. Recently, new Machine
Learning algorithms, such as Gradient Boosting [8–10] and Random Forest [11–14], have
been developed to predict water quality.

Thus, the purpose of this study is to predict water quality classification using several
supervised Machine Learning algorithms. The target variable (Water Quality Class (WQC))
indicates whether the water is slightly polluted or clean. In establishing the WQC, the
Department of Environment Malaysia (DOE) definition is adopted to classify the Water
Quality Index into Water Quality Classification. This study uses 13 parameters, namely,
Dissolved Oxygen (DO), Biochemical Oxygen Demand, Ammoniacal Nitrogen, pH, Total
Suspended Solid (TSS) and Chemical Oxygen Demand, temperature, turbidity, conductivity,
salinity, nitrogen, phosphorus and Escherichia coli, since water quality can be affected by
physical, chemical and biological parameters [5].

2. Literature Review

Many studies have been conducted to address water quality problems. Most works
employ manual laboratory analysis and statistical analysis to assist in regulating water
quality [15–17], while other studies use Machine Learning methods to help to obtain opti-
mized solutions to water quality problems [18–22]. A local researcher that used laboratory
analysis has contributed to the understanding on the issue of water quality in Malaysia.
Alias [15] collected water samples from 11 stations along the Pengkalan Chepa river basin,
Kelantan, and analyzed them using Multi-Probe System for in situ tests and manual lab-
oratory analysis for ex situ tests. It was found that the river was slightly polluted due to
anthropogenic activities. Al-Badaii et al. [16] collected water samples from eight stations
along the Semenyih river, Selangor, and analyzed them using manual laboratory analysis.
They found that the Semenyih river was slightly polluted by suspended solids, nitrogen,
ammoniacal nitrogen (NH3N) and chemical oxygen demand (COD). Moreover, the river
was extremely polluted with fecal coliform and phosphorus. This encouraged the further
exploration of Machine Learning methodologies in the field of water quality.

Many works had been conducted to predict water quality using Machine Learning
(ML) approaches. Some researchers used the traditional Machine Learning models, such as
Decision Tree [11,12], Artificial Neural Network [22–25], Support Vector Machine [26–28],
K-Nearest Neighbors [29] and Naïve Bayes [13,26,30]. However, in recent years, some
researchers are moving towards more advanced ML ensemble models, such as Gradient
Boosting and Random Forest [6,9,14,20,31].
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Traditional Machine Learning models, such as the Decision Tree model, are frequently
found in the literature and performed well on water quality data. However, decision-
tree-based ensemble models, including Random Forest (RF) and Gradient Boosting (GB),
always outperform the single decision tree [6]. Among the reasons for this are its ability
to manage both regular attributes and data, not being sensitive to missing values and
being highly efficient. Compared to other ML models, decision-tree-based models are more
favorable to short-term prediction and may have a quicker calculation speed [14]. Gakii
and Jepkoech [11] compared five different decision tree classifiers, which are Logistic Model
Tree (LMT), J48, Hoeffding tree, Random Forest and Decision Stump. They found that J48
showed the highest accuracy of 94%, while Decision Stump showed the lowest accuracy.
Another study by Jeihouni et al. [12] also compared five decision-tree-based models, which
are Random Tree, Random Forest, Ordinary Decision Tree (ODT), Chi-square Automatic
Interaction Detector and Iterative Dichotomiser 3 (ID3), to determine high water quality
zones. They found that ODT and Random Forest produce higher accuracy compared to the
other algorithms and the methods are more suitable for continuous datasets.

Another popular Machine Learning model to predict water quality is Artificial Neural
Network (ANN). ANN is a remarkable data-driven model that can cater both linear and non-
linear associations among output and input data. It is used to treat the non-linearity of water
quality data and the uncertainty of contaminant source. However, the performance of ANN
can be obstructed if the training data are imbalanced and when all initial weights of the
parameter have the same value. In India, Aradhana and Singh [18] used ANN algorithms
to predict water quality. They found that Lavenberg Marquardt (LM) algorithm has a better
performance than the Gradient Descent Adaptive (GDA) algorithm. Abyaneh [15] used
ANN and multivariate linear regression models in his study and found that the ANN
model outperforms the MLR model. However, the study only assessed the performance of
the ANN model using root-mean-square error (RMSE), coefficient of correlation (r) and
bias values. Although ANN models are the most broadly used, they have a drawback as
the prediction power becomes weak if they are used with a small dataset and the testing
data are outside the range of the training data [32].

Support Vector Machine has also been extensively used in water quality studies. Some
studies proved that SVM is the best model in predicting water quality compared to other
models. A study by Babbar and Babbar [21] found that Support Vector Machine and
Decision Tree are the best classifiers because they have the lowest error rate, which is 0%, in
classifying water quality class compared to ANN, Naive Bayes and K-NN classifiers. This
study also revealed that ML models can quickly determine the water quality class if the
data provided represent an accurate representation of domain knowledge. In China, Liu
and Lu [22] developed the SVM and ANN model to predict phosphorus and nitrogen. They
found that SVM model achieves a better forecasting accuracy compared to the ANN model.
This is because the SVM model optimizes a smaller number of parameters acquired from the
principle of structural risk minimization, hence avoiding the occurrence of overtraining data
to have a better generalization ability [22]. This is supported by another study in Eastern
Azerbaijan, Iran [24]. They found that SVM has a better performance compared to the
K-Nearest Neighbor algorithm in estimating two water quality parameters, which are total
dissolved solid and conductivity. The results of this study showed smaller error and higher
R2 than the results attained in Abbasi et al.’s report [5]. Naïve Bayes has also been widely
used for predicting water quality. A study by Vijay and Kamaraj [13] found that Random
Forest and Naïve Bayes produce better accuracy and low classification error compared
to the C5.0 classifier. However, traditional ML models, for example, Decision Tree, ANN,
Naïve Bayes and SVM, do not perform well. They have some weaknesses, such as a high
tendency to be biased and a high variance [13]. For example, SVM uses the structural risk
minimization principle to address overfitting problem in Machine Learning by reducing the
model’s complexity and fitting the training data successfully [33]. Meanwhile, the Bayes
model uses prior and posterior probabilities in order to prevent overfitting problems and
bias from using only sample information. In ANN, the training process takes a longer time
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and overfitting problems may occur if there are too many layers, while the prediction error
may be affected if there are not enough layers [10]. Overfitting is a fundamental issue in
supervised Machine Learning that prevents the perfect generalization of the model to fit
the data observed on the training data, as well as unseen data on the testing set. Hence,
overfitting occurs due to the presence of noise, a limited training set size, and classifier
complexity [10]. One of the strategies considered by many previous works to reduce the
effects of overfitting is to adopt more advanced methods, such as the ensemble method.

The ensemble method is a Machine Learning technique that combines several base
learners’ decisions to produce a more precise prediction than what can be achieved with
having each base learner’s decision [24]. This method has also gained wide attention among
researchers recently. The diversity and accuracy of each base learner are two important
features to make the ensemble learners work properly [25]. The ensemble method ensures
the two features in several ways based on its working principle. There are two commonly
used ensemble families in Machine Learning, which are bagging and boosting. Both the
bagging and boosting methods provide a higher stability to the classifiers and are good in
reducing variance. Boosting can reduce the bias, while bagging can solve the overfitting
problem [34]. A famous ensemble model that uses the bagging algorithm is Random Forest.
It is a classification model that uses multiple base models, typically decision trees, on a
given subset of data independently and makes decisions based on all models [9]. It uses
feature randomness and bagging when building each individual decision tree to produce
an independent forest of trees. Random Forest carries all the advantages of a decision
tree with the added effectiveness of using several models [35]. Another popular ensemble
model is Gradient Boosting. Gradient Boosting is a Machine Learning technique that trains
multiple weak classifiers, typically decision trees, to create a robust classifier for regression
and classification problems. It assembles the model in a stage-wise way similar to other
boosting techniques and it generalizes them by optimizing a suitable cost function. In the
GB algorithm, incorrectly classified cases for a step are given increased weight during the
next step. The advantages of GB are that it has exceptional accuracy in predicting and fast
process [36]. Therefore, advanced models, such as Random Forest and Gradient Boosting,
should be employed to cater for the lack of basic ML models.

3. Materials and Methods
3.1. Water Quality Index

The Water Quality Index suggested by DOE uses six parameters, which are BOD, DO,
COD, NH3-N and pH. To obtain the WQI value, all parameters needed to be converted first
into subindices (SI), namely SIBOD, SIDO, SICOD, SIAN, SIpH and SISS [37]. Then, the
calculation of WQI was performed by substituting all sub-indices of the six parameters into
the WQI formula. The best-fit equations for the estimation of parameter subindex values
are shown in Table 1. The WQI formula is shown below:

WQI = (0.22× SIDO) + (0.19× SIBOD) + (0.16× SICOD) + (0.15× SIAN) + (0.16× SISS) + (0.12× SIpH) (1)

Table 1. Best-fit equations for the estimation of parameter subindex values.

Subindex, SI Equation Ranges

Subindex for DO (SIDO)
=0 for x ≤ 8%
=100 for x ≥ 92%
=−0.395 + 0.030x2 − 0.00020x3 for 8% < x < 92%

Subindex for BOD (SIBOD)
=100.4 − 4.23x for x ≤ 5
=108 e−0.055x − 0.1x for x > 5

Subindex for COD (SICOD)
=−1.33x + 99.1 for x ≤ 20
=103 e−0.0157x − 0.04x for x > 20
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Table 1. Cont.

Subindex, SI Equation Ranges

Subindex for NH3-N (SIAN)
=100.5 − 105x for x ≤ 0.3
=94 e−0.573x − 5 |x − 2| for 0.3 < x < 4
=0 for x ≥ 4

Subindex for TSS (SISS)
=97.5 e−0.00676x + 0.05x for x ≤ 100
=71 e−0.0016x − 0.015x for 100 < x < 1000
=0 for x ≥ 1000

Subindex for pH (SIpH)

=17.2 − 17.2x + 5.02x2 for x < 5.5
=−242 + 95.5x − 6.67x2 for 5.5 ≤ x < 7
=−181 + 82.4x − 6.05x2 for 7 ≤ x < 8.75
=536 − 77.0x + 2.76x2 for x ≥ 8.75

3.2. Water Quality Classification

The Water Quality Classification (WQC) defined by the Department of Environment,
Malaysia, was constructed based on the WQI value range as shown in Table 2. WQC was
used as the target variable in this study. Water quality is classified as clean if the WQI value
ranges between 81 to 100, slightly polluted if it ranges between 60 to 80 and polluted if
it ranges between 0 to 59 [27]. However, for this dataset, there was no value of WQI that
fell within the range of the polluted class, hence we only predicted two classes of slightly
polluted and clean WQC for the classification.

Table 2. Water Quality Classification.

Parameter
Water Quality Classification

Polluted Slightly Polluted Clean

Water Quality Index 0–59 60–80 81–100

3.3. Data Collection

This study used secondary data on various parameters of water quality that were
collected from the Department of Environment, Malaysia. The Kelantan River is one of
the main rivers in Malaysia, which is located in the north-east of peninsular Malaysia. It
involves three cities, which are Kuala Krai, Tanah Merah and Kota Bharu. The Department
of Environment Malaysia performs regular water quality monitoring in the Kelantan River
of 4, 5 or 6 times per year based on the stations. The dataset was collected from the year
2005 to 2020. From 2005 to 2015, the data came from 8 stations along Kelantan River, namely,
Jambatan Kusia, Jambatan Sultan Yahya Petra, Kota Bahru, Tangga Kerai, Bandar Kuala
Kerai, Jambatan bandar Rantau Panjang-Golok, Kampung Kuala Sat, Jeli, Kampung Bukit
Bunga, Kampung Lubok Setol and Kampung Jeram Perdah. Later, in 2016, a new station at
Loji Air Lemal, Pasir Mas, was added. In 2018, three new monitoring stations were added,
which included Sg. Relai, Loji Ayer Lanas and Skim Bekalan Air Merbau Chondong. The
total observations in this study were 685 observations. Each dataset was measured based
on its location, longitudinal, latitudinal and 13 water quality measurements identified to be
impactful predictors in affecting water quality classification [17,21,24,25,28]. Among the list
of predictors were Dissolved Oxygen (DO), Biochemical Oxygen Demand (BOD), Chemical
Oxygen Demand (COD), Total Suspended Solid (TSS), pH, Ammoniacal Nitrogen (NH3-
N) temperature, conductivity, salinity, turbidity, Nitrogen (NO3), Phosphorus (PO4) and
Escherichia coli. The target variable used for this research was Water Quality Classification
(WQC), being either slightly polluted or clean. This variable was computed based on Water
Quality Index (WQI) values referring to the specific range of the subindex as categorized
by DOE. Detailed descriptions about the dataset are shown in Table 3 below.
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Table 3. Description of the dataset.

No. Variable Role Description Unit

1. WQC Target Water Quality Classification 1 = Slightly Polluted, 0 = Clean

2. BOD Input Biochemical Oxygen Demand mg/L

3. COD Input Chemical Oxygen Demand mg/L

4. NH3-N Input Ammoniacal Nitrogen mg/L

5. DO Input Dissolved Oxygen mg/L

6. pH Input pH -

7. TSS Input Total Suspended Solid mg/L

8. Temp Input Temperature ◦C

9. EC Input Electrical Conductivity uS

10. Sal Input Salinity ppt

11. Tur Input Turbidity NTU

12. NO3 Input Nitrogen Mg/L

13. PO4 Input Phosphorus Mg/L

14. E. coli Input Escherichia coli Cfu/100 mL

3.4. Data Exploration

Data exploration was conducted as initial data analysis where it displayed visual
mining to understand what is in a dataset and the characteristics of the data, instead of
using traditional data management systems. These characteristics may include size or
quantity of data, completeness of data, accuracy of data, possible relationships between
variables, files or tables of data. The data were analyzed using R statistical software (Source:
https://cran.r-project.org/bin/windows/base/, accessed on 1 September 2021) (2021).

3.5. Data Standardization

Standardization is a method of simplifying calculations. It is a dimensional expression
converted into a non-dimensional expression and becomes a scalar. This study used
the z-score method as the data standardization technique. Z-score normalization is a
conventional standardization method used to standardize parameters by using the mean
(µ) and standard deviation (σ) [38]. It normalizes the data to the range from −3 to 3 in
order to transform all varying scales data to the default scale [39]. It is calculated using this
formula:

Z− score =
xi − µ

σ
(2)

where x is the observed value for the parameter i in the dataset.

3.6. Outliers Detection

Outliers are usually scarce in the training data, which is difficult for classifiers to
comprehend [40]. The detection of outliers is an important task before data analysis, as
outliers can really interfere with data analysis. Outliers may occur due to an instrument or
experimental error or human error due to incorrect measurement or data entry. Assessing
water quality data for outliers is a good procedure for monitoring and evaluating quality.
Water quality variables are often highly correlated with each other. Univariate methods of
determining outliers do not take into account the correlation between variables and can
indicate that too many data points are outliers [41]. Testing outliers using multivariate
methods, such as Mahalanobis distance, automatically incorporates the correlation between
variables and is basically more accurate. This multivariate method makes it possible to
identify potential outliers better and to prevent the elimination of valid data. Basically,
there are three methods of processing outliers. One of the methods is to remove the outliers,

https://cran.r-project.org/bin/windows/base/


Water 2022, 14, 1067 7 of 20

another approach is to replace the outlier values and the third method is to estimate the
values of outliers using robust techniques [42]. In this study, there are 27 outliers detected
in the dataset using Mahalanobis distance analysis. Since these outliers may indicate
instrument or experimental error or human error, the data were removed from the dataset.
The number of remaining samples was 658.

3.7. Missing Values

There are frequently many missing values in real-world data. It is common and may
have significant impact on the decisions that can be made from the data. The cause for
missing values may be data corruption or failure to save data. In general, missing values
per variable, which range between 0.4% and 10%, are considered normal [43]. Processing
missing data is very important during the pre-processing of the dataset because many
Machine Learning algorithms do not support missing values. A value must be present for
every row and column of a data set for most ML algorithms to work properly. Therefore, it
is common to identify missing values within a dataset and to replace them by a numerical
value. This is referred to as data imputation. Data imputation is the process of replacing
missing values with substitution values obtained from a statistical analysis to produce
a complete dataset [42]. The substituted values of statistics are quick to calculate and
popular as they are often found to be very effective. Commonly, missing values are
substituted with the mean, median, mode and constant value. However, these methods
have some drawbacks because of biased outcomes and they do not maintain the relationship
with the other variable. With the speedy growth of computational capabilities, advanced
methods, particularly those based on maximum likelihood estimates, have been suggested
to address the problem of missing values better [44]. The Expectation Maximization (EM)
method is one of the imputation methods that uses maximum likelihood and acquires the
maximum likelihood estimates of parameters through an iterative procedure [45]. The EM
method has become popular as a result of its simplicity, generality of theory and broad
application [46]. Moreover, the EM imputation is also better than the mean imputation
because it preserves the relationship to other variables [47]. Therefore, this study chose
the Expectation Maximization (EM) algorithm to impute the missing values. Based on
the analysis, the three variables of turbidity, phosphorus and E. coli had missing values
with missing percentages of 1.0%, 1.8% and 1.0%, respectively. The missing values were
imputed using the EM algorithm.

3.8. Data Analysis

Before analyzing the data using the Machine Learning models, preliminary steps
were conducted to prepare the data as input to the model. This involved the process of
splitting the data into training and testing sets to train the model and validate the model
performance. After that, several Machine Learning models were employed to predict Water
Quality Classification (WQC) using the identified variables. The methodology used in this
study is depicted in Figure 1 below.
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3.8.1. Data Partitioning

In data partitioning, the first part of the data was used as training data to parameterize
the prediction models, while the last part of the data was used to validate them. Next, the
model’s performance was evaluated using the accuracy measures. This study explored the
10-fold cross validation technique to compare and evaluate the candidate models. Cross
validation is a method to assess predictive models by dividing the original data into two
groups for model training and model validation for ten times and the accuracy of the model
is averaged. Typically, the data are divided into two groups for ten times, which are the
training dataset and testing dataset in a ratio of 70:30 [6]. The models are then evaluated
for predictive accuracy by assessing the difference between the value from the predicted
model and the actual value.

3.8.2. Machine Learning Model

The water quality classification (WQC) was assigned to the samples according to their
predetermined WQI. This study used 7 classification algorithms for classifying samples
into WQC defined earlier. The following classification algorithms were employed in the
current study:

(1) K-Nearest Neighbors (KNN)

This K-Nearest Neighbors method classifies samples by discovering the closest neigh-
boring given points and assigns the class of the majority of n neighbors. If there is a draw,
different techniques might be used to resolve it. However, KNN is not suggested for a large
dataset since all processing occurs during the testing, and it iterates through all training
datasets and calculates the nearest neighbor each time [48]. This study utilized the k = 5
configuration for the KNN model.

(2) Support Vector Machine (SVM)

Support Vector Machine is a classifying method based on the theory of statistical
learning [33]. SVM uses the structural risk minimization principle to address overfitting
problems in Machine Learning by reducing the model’s complexity and fitting the training
data successfully. The minimization of risk can enhance the generalization of the SVM
model [49]. The estimates of the SVM model are created based on a small sub-set of training
data, which is known as support vector. The capability to interpret Support Vector Machine
decisions can be improved by recognizing vectors that are chosen as support vectors [50].
SVM maps the initial data in a high-dimension feature space in which an optimal separating
plane is created by using a suitable kernel function. For classification, the optimal separating
plane is the line that divides the plane into two parts and each class is placed on a different
side [10]. Along each part of the separating plane, 2 parallel hyperplanes can be built to
separate the training data. Let {xi, yi}n

i=1 be the training samples, Xi ∈ Rn are the input
vector and yi ∈ {−1, 1} are the label of class. The hyperplane w · x + b = 0 where w is the
weights vector, x is the input vector and b is the bias, is optimal if the margin between the
closest training vector and the hyperplane is maximal [51]. The optimal hyperplane can be
constructed by solving an optimization problem as follows:

Minimize
1
2
‖w‖2 (3)

subject to
yi · (w·x + b) ≥ 1, for i = 1, 2, . . . , n. (4)

SVM is constructed as a dual optimization problem:

R =
n

∑
i=1

αi −
1
2

n

∑
i,j=1

αiαjyiyj(xi·xj) (5)
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subject to
n

∑
i=1

αiyi = 0 and C ≥ αi ≥ 0 (6)

where R is the dual Lagrangian, C is the regularization parameter, which is employed to
control the trade-off between the margin and the training error.

If αi is the Lagrange multipliers, optimal hyperplane, W can be computed as follows:

W =
n

∑
i=1

αiyixi (7)

Therefore, the non-linear decision function, which is acquired by resolving the dual
optimization problem, can be written as follows:

f (x) = sgn
n

∑
i=1

yiαi(xi·x) + b (8)

There is a kernel function k(xi·x) that allows SVM to make a non-linear classification.
The value of k(xi·x) equals to ϕ(xi)·ϕ(x), where ϕ(·) is the transformation function that
changes the input data into higher dimension feature space. Thus, the SVM non-linear
decision function can be defined as follows:

f (x) = sgn
n

∑
i=1

yiαik(xi·x) + b (9)

where k(xi, x) is the inner product kernel function that satisfies the Mercer conditions.
There are four commonly used Mercer kernel functions, which are linear kernel, polynomial
kernel, Sigmoid and Radial Basis Function kernel [52]. Kernel function expressions are
given in Table 4.

Table 4. Kernel Functions.

Name Function Expression

Linear Kernel K(xk, x) = xT
k x

Polynomial Kernel K(xk, x) = (xT
k x/σ2 + γ)

d

RBF Kernel K(xk, x) = exp(−‖xk − x‖2/σ2)

Sigmoid Kernel K(xk, x) = tanh(γxT
k x + γ)

This study used a complexity constant, C = 5, to set the misclassification tolerance. A
high value of C can lead to overfitting problems, while a low value may cause overgeneral-
ization. This study used the polynomial kernel since it is suitable for the case in which all
training data are normalized [53].

(3) Artificial Neural Network (ANN)

Artificial Neural Network was considered as a benchmark model in this study. It
works as a human brain’s nervous system, which comprises interconnected neurons that
work together in parallel [54]. It is widely used in many fields because of its advantages,
such as self-organizing, self-learning and self-adapting abilities [55]. A neural network
comprises four main components, which are inputs, weights, threshold or bias and output.
A neural network’s structure is composed of 3 layers, which are the input, middle and
output layer. Input variables are entered into the algorithm in the input layer. In the middle
layer, the input variables are multiplied by weights before they are summed by a constant
value. Then, an activation function is added to the sum of the weighted inputs. Activation
functions are needed to transform the input signals into output signals. Recent artificial
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neural network algorithms employ activation functions that are non-linear. This is because
non-linear activation functions allow backpropagation and multi-layer neurons stacking
to produce a complex mapping between input and output networks, which are needed to
study a complex dataset. The most popular activation functions are Gaussian, Sigmoid and
Tansig [56]. In the output layer, the prediction is obtained from the parallel computation in
the middle layer. Mathematical neural operations are shown in Figure 2.
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The mathematical formula of neuron computation is given below:

Ij = f

(
∑

i
wijαi + θj

)
(10)

where Ij is the symbol for denotation of mathematical formula of neuron, wij is the weights,
αi is the input variables and θj is the biases.

In a feed-forward neural network, input data propagate in a forward direction through
the network, which means that every hidden layer receives the input from the input layer
and produces the final output. As a result, the final output depends on input data, weight
parameters and the choice of activation function [57]. Gradient descent optimization is
used to adjust the weights within the neural network framework to minimize the error
between the expected output and actual output. The selection of weight is based upon the
performance measurement, such as mean-squared error [30]. Multi-layer Perceptron (MLP)
is a completely connected feed-forward artificial neural network that contains at least a
hidden layer [58]. Although MLP can have any number of hidden layers, generally, one
hidden layer is sufficient. This is because the number of hidden layers has a significant
effect on MLP performance. The training process will take a longer time and overfitting
problems may occur if there are too many layers. This study used the default hidden layer
that consisted of one hidden layer with the Sigmoid activation function and a size equal to
(number of attributes + number of classes)/2 + 1. This study used the default value of 200
for training cycles, a learning rate of 0.01 and a momentum of 0.8.

(4) Decision Tree

The decision tree (DT) is an explicit, simple algorithm that makes decisions founded
on the values from all pertinent input parameters. DT uses entropy for selecting the root
variable and, depending on it, reviews the values of the other parameters. DT obtained all
decisions of the parameters arranged in a top-down tree and plans the decision according
to different values from different parameters [59]. Decision tree models are frequently
found in previous studies to perform well on imbalanced data. However, decision-tree-
based ensemble models, including Random Forest (RF) and Gradient Boosting (GB), almost
always outperform the single decision tree. The advantages of decision-tree-based model

https://iwaponline.com/wqrj/article/53/1/3/38171/Water-quality-prediction-using-machine-learning
https://iwaponline.com/wqrj/article/53/1/3/38171/Water-quality-prediction-using-machine-learning
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are the fact that they are not sensitive to missing values, are able to manage both regular
attributes and data, and are highly efficient. Compared to other ML models, decision-
tree-based models are more favorable for short-term predictions and may have a quicker
calculation speed [14].

(5) Naïve Bayes

The Bayes approach employs probability statistics knowledge to classify the data and
estimate the outcome. The Bayes model uses prior and posterior probabilities in order to
prevent overfitting problems and bias from using only sample information. A classification
technique that uses the Bayes theorem and the independent conditions assumption is
known as Naïve Bayes (NB). When the target value is specified, the attributes are meant to
be conditionally independent from each other. This technique makes the complexity of the
Bayes model much simpler. The probability that Event A would occur given that Event
B occurred is different than the probability that Event B would occur given that Event A
occurred as indicated in the equation below:

P(A|B) 6= P(B|A) (11)

Assuming that A1, A2, . . . , An are the event vectors and B is the dataset class, the Bayes
formula may be described as shown below:

P(B|A) =
P(B)× P(A|B)

P(A)
(12)

where the P(A) is a prior probability that represents the event vectors and P( A|B) is the
dataset class prior probability. This study used default values for this algorithm.

(6) Random Forest (RF)

Random forest is one of the classification models that employs multiple base classifiers,
typically decision trees, on a given subset of data independently and makes decisions based
on all models [9]. It uses feature randomness and bagging when building each individual
decision tree to produce an independent forest of trees. Random forest is a method of
calculating the mean of several deep decision trees formed in different parts of the same
training set, with the aim of reducing the variance. The prediction by this committee is
more accurate than that of any individual tree and is robust against overfitting. Bagging,
also known as Bootstrap Aggregating, is used to decrease the variance in the prediction by
generating additional data for training from the dataset using combinations with repetitions
to produce multi-sets of the original data. RF provides all the benefits of a decision tree
with the added efficiency of using more than one model [35]. In standard decision trees,
each node is split using the best split among all parameters. However, in RF, each node is
split using the best split among a subset of parameters that is randomly chosen [60]. RF
has 2 parameters, which are the number of samples in the random subset (maximal depth)
and the number of trees in the forest to be included [61]. This parameter can be selected by
increasing or decreasing the number of trees in run after run, until the accuracy starts to
show no improvement. This study used the default values with a number of trees of 100
and a maximal depth of 10. The Random Forest algorithm works as follows:

1. Create ntree bootstrap sub-samples of the original dataset with replacement.
2. For each bootstrap samples, train a decision tree model.
3. Predict the new data by aggregating the prediction of the ntree models (majority votes

for classification).

(7) Gradient Boosting (GB)

Gradient boosting is a Machine Learning technique that trains multiple weak classi-
fiers, typically decision trees, to create a robust classifier for the regression and classification
problems. It assembles the model in a stage-wise way similar to the other boosting tech-
niques and it generalizes them by optimizing a suitable cost function. In the GB algorithm,
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incorrectly classified cases for a step are given increased weight during the next step. The
advantages of GB are that it has exceptional accuracy in predicting and fast process [36].
This technique is quite similar to Adaptive Boosting (AdaBoost) but the drawback of Ad-
aBoost is the efficiency of the technique, which is highly affected by outliers and easily
overwhelmed by noisy data [62]. This study used the default values for gradient boosting
with a maximal depth of 5, a number of trees of 50 and a learning rate of 0.1.

3.9. Imbalanced Data Issue

One of the main challenges of Machine Learning is the processing of imbalance data
for the classification [63]. An imbalanced dataset is a situation in which the occurrence
of one outcome from two possible outcomes is very rare [64]. The data are unevenly
distributed in classes and certain classes have large samples (majority classes), while some
have a few samples (minority classes). In this kind of dataset, not even a single sample of
the minority class is classified correctly, and accuracy can reach up to 99%. It means that,
when imbalanced data occur, classifiers have a tendency to make a biased model that has a
poorer predictive accuracy over the minority class. Moreover, the gap between sensitivity
and specificity may become large, especially in traditional classifiers [65]. Therefore, the
classification of imbalanced data becomes a highly explored issue because it creates a bias
in the performance of traditional classifiers. They consider the error rate, but not the distri-
bution of data, and the minority class samples are removed from the overall classification
result [66]. The modification of the existing classifier to accommodate imbalanced data,
such as using ensemble methods, has been proven to be successful. Ensemble models, such
as Gradient Boosting and Random Forest, can improve the sensitivity and specificity of
the prediction.

3.10. Accuracy Measures

The target variable used in this study was the water quality classification. Since there
was no observation for the polluted class as classified according to the WQI formulation,
this study used a binary target to predict WQC for the 2 classes of slightly polluted and
clean. Thus, we considered the 2 × 2 confusion matrix, as given in Table 5, to evaluate
model performance. The classifiers were basically assessed by a confusion matrix in the
Machine Learning study. The confusion matrix is a tabular way to illustrate the performance
of the predictive model. Each entry in the confusion matrix indicates the number of correct
or false classifications made by the model. For binary class problem, the confusion matrix is
a square of 2 × 2, where the row is the class label real value, while the column signifies the
classifier prediction. In an imbalanced data situation, the instances from the minority class
are labelled as positive, while the instances from majority class are labelled as negative.

Table 5. Confusion matrix for binary classification.

Predicted

Clean Slightly Polluted

Actual
Clean True Negative (TN) False Positive (FP)

Slightly Polluted False Negative (FN) True Positive (TP)

This study used 8 different measures to evaluate the accuracy of classifiers. The
measurements are listed below:

(1) Balanced Accuracy

Balanced accuracy is a good measure to use when data are out of balance. It takes into
account both positive and negative outcome classes and makes no mistake with imbalanced
data [67]. Since the number of clean classes is significantly higher than the slightly polluted
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class in the dataset, this study calculated the balanced accuracy to cater for the imbalanced
data. The formula for balanced accuracy is shown below:

Balanced Accuracy = (Sensitivity + Specificity)/2 (13)

In other words, balanced accuracy is the mean for sensitivity and specificity. If the
classifier works equally well on both classes, it is reduced to conventional accuracy. How-
ever, the balanced accuracy will decrease if the classifier only benefits from the prediction
regarding the majority class [67]. For classification problems, the best score for accuracy
is 100%. However, this score is impossible to achieve since all predictive models have
prediction errors. The model performance accuracy falls between the baseline and the best
possible performance score [68].

(2) Accuracy

Accuracy is the most common measure used for classifier assessment. It assesses the
overall efficiency of the algorithm by estimating the likelihood of the actual value of the
class label. Accuracy is calculated using the equation below:

Accuracy = (TP + TN)/(TP + FP + FN + TN) (14)

where TP is true positive, TN is true negative, FN is false negative and TN is true
negative [69].

(3) Classification Error

Classification error is an estimate of the probability of misclassification based on model
prediction [70]. The classification error is defined as follows:

Classification error = 1 − accuracy (15)

(4) Precision

Precision, or positive predictive value (PPV), is the proportion of correctly identified
positive outcomes over all positive predictions. Precision can be defined as:

Precision = TP/(TP + FP) (16)

where TP is true positive and FP is false positive [71].

(5) Specificity

Specificity is the measure of true negative outcomes that are correctly predicted.
Specificity is described as follows:

Specificity = TN/(TN + FP) (17)

where TN is true negative and FP is false positive.

(6) Sensitivity

Sensitivity, or recall, calculates the percentage of true positive outcomes that are
correctly predicted. Sensitivity is defined as follows:

Sensitivity = TP/(TP + FN) (18)

where TP is true positive and FN is false negative [71].

(7) F-measure
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The F-measure is the harmonic mean of accuracy and recall that better reflects the
overall measurement of accuracy. F-measure varies between 0 and 1. The accuracy is better
if the score is higher [61,63]. The f-measure can be calculated as follows:

F-measure = (2xPrecision × Recall)/(Precision + Recall) (19)

(8) Area Under the Curve (AUC)

AUC is a vital evaluation metric to examine the performance of any classification
model. AUC represents the separability measurement. From AUC, the capability of the
model to distinguish between classes can be identified. The model is better in predicting
if the AUC value is high. A model with an AUC value approximate of 1 indicates that
the model is excellent and has a good separability measurement, while a model with
an AUC value close to 0 indicates that the model is poor and has the worst separability
measurement. In other words, the model predicts that the positive class is the negative
class and the negative class is the positive class [72]. When the AUC is 0.8, this means that
there is 80% chance that the model will be able to differentiate between the negative and
positive class. When the AUC is around 0.5, this indicates the model does not have the
capacity to discriminate between the negative and positive class. The formula for AUC is
as follows:

AUC = (1 + TPR − FPR)/2 (20)

4. Results
4.1. Descriptive Statistics

There were 658 observations in the water quality dataset coming from 8 stations along
the Kelantan River from the year 2005 to 2020. Table 6 shows the minimum, maximum,
mean and standard deviation values for the variables Dissolved Oxygen (DO), Biochemical
Oxygen Demand (BOD), Chemical Oxygen Demand (COD), Total Suspended Solid (TSS),
pH, NH3N, temperature, conductivity, salinity, turbidity, nitrogen, phosphorus and E. coli,
after standardization using z-score normalization. Based on Table 6, the mean values for
DO, BOD, COD, TSS, pH, NH3N, temperature, conductivity, salinity, turbidity, nitrogen,
phosphorus and E. coli were 0.0020, −0.0315, −0.0380, −0.0687, −0.0074, −0.0664, −0.0025,
−0.0784, −0.0784, −0.0718, −0.0547, −0.0579 and −0.0548, respectively, while the standard
deviations for all the variables were 1.0032, 0.9393, 0.8485, 0.7188, 0.9979, 0.4260, 0.9984,
0.1984, 0.1840, 0.7794, 0.6158, 0.4193, 0.2747, respectively.

Table 6. Descriptive statistics for all predictor variables.

Variable N Minimum Maximum Mean Std. Deviation

DO 658 −3.5660 3.1748 0.0020 1.0032

BOD 658 −1.0932 4.5374 −0.0315 0.9393

COD 658 −1.5586 5.5425 −0.0380 0.8485

TSS 658 −0.4842 4.9706 −0.0687 0.7188

pH 658 −3.4882 3.2896 −0.0074 0.9979

NH3N 658 −0.3004 5.1441 −0.0664 0.4260

Temperature 658 −2.9073 3.5071 −0.0025 0.9984

Conductivity 658 −0.3131 2.2755 −0.0784 0.1984

Salinity 658 −0.2643 2.1268 −0.0784 0.1840

Turbidity 658 −0.7634 4.2104 −0.0718 0.7794

Nitrogen 658 −0.3295 4.6709 −0.0547 0.6158

Phosphorus 658 −0.4253 4.1588 −0.0579 0.4193

E. coli 658 −0.2518 3.7947 −0.0548 0.2747
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Meanwhile, regarding the target variable of this study, which was Water Quality Class
(WQC), 79.33% of the data belonged to the clean class and 20.67% of the data belonged to
the slightly polluted class, as shown in Figure 3.
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4.2. Machine Learning Models Performance Comparison

In this section, the results of the Water Quality Classification (WQC) prediction using
seven Machine Learning models are presented. These classification algorithms used 13 in-
put parameters, which were Dissolved Oxygen (DO), Biochemical Oxygen Demand (BOD),
Chemical Oxygen Demand (COD), Ammoniacal Nitrogen (NH3-N), Total Suspended Solid
(TSS), pH, E. coli, temperature, turbidity, conductivity, salinity, nitrogen and phosphorus.
Based on the results, Gradient Boosting (GB) performed the best in comparison to the
other algorithms in terms of balanced accuracy, accuracy, classification error, precision,
specificity and f-measure. It had the highest balanced accuracy of 89.36%, accuracy of
94.90%, precision of 94.12%, specificity of 98.72%, f-measure of 86.49% and an AUC value of
0.9811, with the lowest classification error. This was followed by Random Forest (RF) with
a slightly lower accuracy, precision, specificity and f-measure, the same sensitivity value,
but higher AUC value compared to GB. This study also found that Decision Tree performed
the worst in predicting WQC with a balanced accuracy of 80.19%, accuracy of 86.22%,
classification error of 13.78%, sensitivity of 70% and f-measure of 67.47%, as shown in
Table 7. However, in terms of sensitivity, the ANN model had the highest value compared
to the other models. This high value might be due to the fact that ANN sometimes has
unexplained network behaviour [73].

Table 7. Accuracy measures for model evaluation (performance comparison).

Algorithm Balanced
Accuracy (%)

Accuracy
(%)

Classification
Error (%)

Precision
(%)

Specificity
(%)

Sensitivity
(%)

F-Measure
(%)

AUC
(%)

KNN 83.72 91.84 8.16 87.50 97.44 70.00 77.78 93.61
SVM 85.29 92.86 7.14 90.62 98.08 72.50 80.56 92.85
ANN 89.33 93.37 6.63 84.62 96.15 82.50 83.54 93.85

DT 80.19 86.22 13.78 65.12 90.38 70.00 67.47 87.76
NB 85.54 90.31 9.69 75.61 93.59 77.50 76.54 92.52
RF 88.72 93.88 6.12 88.89 97.44 80.00 84.21 98.27
GB 89.36 94.90 5.10 94.12 98.72 80.00 86.49 98.11

4.3. ROC Comparison

This study used ROC charts to compare the performance of all seven Machine Learning
algorithms. ROC chart is a graph showing the false positive rate (1-specificity) in the
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horizontal axis and the true positive rate (sensitivity) in the vertical axis. Ideally, the curve
climbed rapidly up to the top left, which means the model correctly predicted the cases.
Based on the ROC charts shown in Figure 4, Gradient Boosting is the best model compared
to the other models because the curve is the closest to the top left corner of the plot.
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4.4. Gradient Bossting Model for WQC

The predictor importance for the Gradient Boosting model (Figure 5) shows that Total
Suspended Solid (TSS) is the most important variable for the Gradient Boosting (GB) model
to predict WQC, followed by Ammoniacal Nitrogen (NH3N), Biochemical Oxygen Demand
(BOD), Chemical Oxygen Demand (COD), Turbidity and Dissolved Oxygen (DO) (Figure 4).
This model used the variance-based method to compute the importance of the predictor.
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5. Discussion

Based on the results, decision-tree-based ensemble models, such as Random Forest and
Gradient Boosting, always outperform the single decision tree methods since they combine
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multiple decision trees and use the average of the outputs to produce a better model.
Gradient Boosting assembles the model in a stage-wise way similar to the other boosting
techniques and it generalizes them by optimizing a suitable cost function. Boosting learns
homogeneous weak learners sequentially in a very adaptative way (a base model depends
on the previous ones) and combines them by following a deterministic strategy. Meanwhile,
Random Forest uses bagging and feature randomness when building each individual tree
to try to create an uncorrelated forest of trees whose prediction by committee is more
accurate than that of individual trees. Bagging, also known as Bootstrap Aggregating, is
the application of the bootstrap procedure to a high-variance Machine Learning algorithm
to decrease the variance in the prediction by generating additional data for training from a
dataset using combinations with repetitions to produce multi-sets of the original data. This
study also found that Decision Tree (DT) performed the worst in the prediction of WQC.
Although the ANN model did not perform very well, it had the highest sensitivity value
compared to the other models. This might be due to the fact that ANN sometimes has
unexplained network behaviour [73]. When ANN produces a probing solution, it provides
no guidance on why and how, which decreases the confidence in the network.

6. Conclusions

This study explored a series of Machine Learning models for predicting water quality
classification (WQC), which is a distinguishing class defined on the basis of the water
quality index. The proposed methodology employed 13 input parameters of water quality
and 7 Machine Learning models, which included K-Nearest Neighbour, Artificial Neu-
ral Network, Decision Tree, Naïve Bayes, Support Vector Machine, Random Forest and
Gradient Boosting. Based on the analysis, Gradient Boosting with a learning rate of
0.1 predicted the WQC most efficiently compared to all seven employed algorithms. It
had the highest balanced accuracy, accuracy, precision, specificity and f-measure, with the
lowest classification error. These findings are supported by the result of the ROC chart
for Gradient Boosting. The second best model was Random Forest and the worst model
was Decision Tree, which had the lowest performance measures for all metrics. Therefore,
based on accurate water quality prediction, the results could help to improve water quality
continuously as well as the National Environmental Policy regarding water resources, and
to conserve the diversity and liveliness of the river. For future works, this study suggests
that the issue of imbalanced data in the water quality data should be highlighted since it
affects the prediction accuracy.
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