Assessing Seagrass Restoration Actions through a Micro-Bathymetry Survey Approach (Italy, Mediterranean Sea)
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Abstract: Underwater photogrammetry provides a means of generating high-resolution products such as dense point clouds, 3D models, and orthomosaics with centimetric scale resolutions. Underwater photogrammetric models can be used to monitor the growth and expansion of benthic communities, including the assessment of the conservation status of seagrass beds and their change over time (time lapse micro-bathymetry) with OBIA classifications (Object-Based Image Analysis). However, one of the most complex aspects of underwater photogrammetry is the accuracy of the 3D models for both the horizontal and vertical components used to estimate the surfaces and volumes of biomass. In this study, a photogrammetry-based micro-bathymetry approach was applied to monitor Posidonia oceanica restoration actions. A procedure for rectifying both the horizontal and vertical elevation data was developed using soundings from high-resolution multibeam bathymetry. Furthermore, a 3D trilateration technique was also tested to collect Ground Control Points (GCPs) together with reference scale bars, both used to estimate the accuracy of the models and orthomosaics. The root mean square error (RMSE) value obtained for the horizontal planimetric measurements was 0.05 m, while the RMSE value for the depth was 0.11 m. Underwater photogrammetry, if properly applied, can provide very high-resolution and accurate models for monitoring seagrass restoration actions for ecological recovery and can be useful for other research purposes in geological and environmental monitoring.
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1. Introduction

1.1. Seagrass Mapping

Seagrasses play a key ecological and economic role in coastal ecosystems worldwide, being important primary producers, performing functions of filtering coastal waters, dissipating wave energy to prevent the erosion of sandy shores, stabilizing and structuring the seabed, providing habitat and nursery areas for many organisms, and playing a major role in the mitigation of climate change through carbon sequestration [1–3].

Despite their importance, they are globally declining at an alarming rate [4], mainly due to poor coastal water quality and coastal development [5]. Currently, active seagrass restoration is considered a necessary strategy to counteract the loss of seagrass meadows and associated ecosystem services in addition to the efforts to conserve existing meadows and reduce human pressure on marine ecosystems [6,7].

The restoration of seagrass is a practice that has been adopted for several species around the world and began about 70 years ago [8]. Seagrass restoration interventions are conducted to compensate for habitat loss due to the construction of coastal structures or to restore ecosystem functionality in habitats that have undergone strong anthropogenic impacts, such as anchorages and mooring fields associated with recreational activities and boats and the effects of trawling.

Recently, there has been an increase in studies aimed at restoring degraded marine environments which has led to a proliferation of strategies and methodologies to enhance the effectiveness of restoration plans. However, there exists very high variability in outcomes, depending on the species, the methodologies employed, and the different environmental conditions encountered, such that the issue of seagrass restoration is still vigorously debated and a fully shared and standardized approach is far from being achieved [7,8].

Several descriptors collected at different levels of ecological complexity are generally needed to assess seagrass restoration outcomes, from individuals (e.g., leaf biometry) to seascapes (e.g., spatial extent of restored area) [6]. Data concerning the spatial distribution of restored seagrass are of crucial importance for assessing its effectiveness, since the lack of accurate information concerning the extent of restored seafloor and the exact position of boundaries prevents any possible full evaluation of restoration success. Therefore, it is fundamental to be able to precisely identify and locate in space (geolocate) the boundaries of the initial restoration areas and to follow them through time in order to determine exactly how they change in space in the short, medium, and long term.

Different techniques for seagrass mapping have been refined over the years based on active high-resolution geophysical data and remote sensing, i.e., Multibeam Echo-Sounding (MBES), Side Scan Sonar (SSS), and Laser Imaging Detection and Ranging (LIDAR), [9–14] or on passive panchromatic and multi-spectral data, i.e., Unmanned Aerial Vehicle (UAV) and satellite imagery [15–17].

The MBES survey allows for the acquisition of higher resolution (from 0.3 m to 0.05 m resolution) bathymetry and backscatter data in shallow water (1 m to 300 m) [14] and provides a 3D reconstruction of the seafloor and a map of acoustic response, respectively. The Multispectral Satellite Image (MSI) technique provides data with spatial resolutions between approximately 2 m and 0.5 m. However, these geophysical and multispectral techniques do not have sufficient resolution to define in detail the spatial location and the number of restored plants. Recently, photogrammetry, widely used for terrestrial applications, has also been used as a detailed and accurate underwater survey tool for monitoring marine benthic habitats. Previous works have shown that photogrammetric products can provide ultra-high-resolution (from about 0.02 m to 0.001 m resolution scale) orthomosaics/Digital Elevation Models (DEMs) characterized by high precision [10,14,18–21]. Recent advances in photogrammetry using Structure from Motion (SfM) and multi-view stereo (MVS) algorithms have led to the proliferation of 3D digital representations (i.e., Dense Point Clouds (DPCs)) and DEMs of marine habitats, from which structural complexity can be estimated [18]. These techniques have become very popular during the last decade and are now extensively used in marine ecology to study the interactions
between habitat structure and ecological assemblages [22–25]. The application of underwater photogrammetry to seagrass mapping has recently become more accessible owing to the availability of different software packages [26,27] that improve automation and ease of use. A very complex seagrass restoration monitoring protocol involves a small boat equipped with GNSS–RTK and a digital depth sensor and a diver operator with an underwater propulsion vehicle to perform the photogrammetric survey [28]. Nevertheless, to guarantee reliable photogrammetric products of centimetric resolution, several factors and procedures need to be adopted, from camera calibration [29,30] to the use of reference targets and image enhancement techniques [31], which together represent critical aspects to be considered for obtaining 3D models and ultra-high-resolution orthomosaics of proven quality [19].

Underwater photogrammetric surveys can be performed with an autonomous surface vehicle (ASV) [14] (Figure 1a), an autonomous underwater vehicle (AUV) equipped with HD cameras and an inertial navigation system [32–34], by scuba diving (Figure 1b), with underwater towed video camera systems (UTCS) [15] (Figure 1c), and, finally, by using a remote operated vehicle (ROV) equipped with cameras and acoustic transducers [35] (Figure 1d).

**Figure 1.** Examples of the photogrammetric multisensory platforms: (a) an autonomous surface vehicle (ASV), also called a development vehicle for scientific survey (DEVSS); (b) scuba diving; (c) underwater towed video camera systems (UTCS); and (d) remote operated vehicle (ROV).

Although most of the photogrammetric products are still obtained in post-processing, after the survey, the current trend is to provide 3D measurements in real time using visual Simultaneous Localization and Mapping (vSLAM) techniques such as the ORUS 3D System by COMEX [36] and SubSLAM X2 from VAARST https://vaarst.com/subslam-3d-imaging-technology/ (accessed on 10 March 2022).

1.2. Georeferencing and Scaling Techniques

The georeferencing of photogrammetric surveys is one of the most complex procedures to implement underwater [19,37–42] but is of utmost importance for different kinds of scientific analyses. The photogrammetric process requires at least one known reference distance to provide metric results. However, as in all surveying disciplines, redundancy is sought to provide reliable results, thus requiring more than a single distance measurement.
(for example, when applying the trilateration technique to well distributed 3D GCPs—see Section 2.8). This reference distance can be measured directly from the object to be surveyed, inferred from surveyed 3D coordinates using geodetic techniques (GNSS) [38,43], or be implicitly part of the sensor calibration procedure. Indeed, metric measurements can be obtained using synchronized stereo and multi-camera systems. These have been a popular solution for several years in different application fields [44–46], demonstrating great flexibility and the ability to measure even dynamic scenes, such as moving fish for aquaculture applications [46]. However, these benefits often come at an increased cost of multiple sensors, more power, and a heavier and more cumbersome capturing system [36].

To provide scaled photogrammetric measurements, laser pointers have been a popular low-cost solution for single camera systems [47–49]: they require the relative orientation of the laser direction with respect to the camera and custom algorithms to detect the laser spot in the image to perform forward triangulation. Recently, a novel approach for scaling and levelling to the local vertical direction in an underwater photogrammetric survey was presented in [49]. The method integrates depth measurements from a high-resolution pressure sensor providing an accuracy potential better than 1:5000 for the length measurement and 0.025 degrees in the horizontal levelling.

Depending on the type of technology used and the requirements of the application, the accuracy of the available surveying techniques might not be sufficient, with an overall increased complexity of surveys when these are conducted at greater depths [32,37].

An alternative method to GNSS Real-Time Kinematics or Post-Processing Kinematics surveys in very shallow waters to collect control points is to use the 3D trilateration technique which is very common in maritime archaeology and is known as the Direct Survey Method [50]. The 3D Trilateration procedure is used for obtaining metrically correct products, such as dense point clouds, DEMs, and orthophotos, and is based on a network of ground control points (GCPs) whose linear distance and depth measurements must be known [38]. A typical implementation underwater is carried out by measuring distances with a tape and taking depth measurements with a dive computer [51–53]. An improved technique that can achieve sub-centimetric accuracy via underwater photogrammetry was recently demonstrated in the context of long-term monitoring of coral growth in French Polynesia [19,52]. The technique implements underwater control networks that combine 3D trilateration and geometric levelling to overcome the limitations imposed by the poor accuracy of depth measurements taken with dive computers [53].

For deep surveys, an ultra-short baseline acoustic positioning system (USBL) and support vessels must track the carrier system (i.e., ROV, AUV), while, for very shallow surveys, direct photogrammetry [54] with an image acquisition platform that integrates a global navigation satellite system (GNSS) is required [55]. Effective results can be obtained by coupling a method for georeferencing underwater photogrammetric mapping performed by scuba diving with high resolution MBES data [55]. A procedure, tested in this work, involves a co-registration between different optical and acoustic datasets through the identification of homologous points between two datasets. This procedure is performed manually through a rectification process that allows the georeferencing, scaling, and alignment of the DEM with the LAS data (latter represents the file format for the interchange of 3D point cloud data) with the DEM. Data rectification is performed using ground control points (GCPs) that can be manually entered or chosen from the reference data. A technique to automate the co-registration of high-resolution image blocks and multibeam acoustic data involves the use of permanent optoacoustic markers [56].

1.3. Image and Point Cloud Classification

Object-Based Image Analysis (OBIA) is an advanced classification method that incorporates spectral data, weight, color, texture, shape, and contextual information to identify thematic classes in optical and acoustic data-derived images [57]. The OBIA classification uses a multiresolution segmentation of the image to identify homogeneous objects.
(note: the term “object” in this case stands for a contiguous group of spatial data, such as pixels in a bathymetric grid).

The segmentation process is based on predefined parameters, such as compactness, shape and scale, derived from real-world knowledge of the characteristics to be identified and classified. For machine learning-based mapping, several algorithms such as Support Vector Machine (SVM), Random Tree (RT), Decision Tree (DT), Bayesian, and k-Nearest Neighbor (k-NN) algorithms have been further refined, are accessible with various data analysis software, and have been developed to improve either classification or seagrass prediction from satellite imagery and UAV orthomosaics [58].

Point cloud analysis is commonly performed to classify terrestrial LIDAR data. Both point clouds obtained by LAS LIDAR and by photogrammetry can be easily classified using specific software. A recent review study by Bedenko et al. [59] compares different classification software applications.

Further advantages derived from the combination of both methods have been recently implemented, improving the quality of the results in terms of the accuracy and resolution of seagrass identification and positioning [13,14].

However, in the context of the seagrass restoration process, remote sensing methods have been used exclusively for restoration plans, especially for habitat mapping to support site selection [60–62]. In contrast, the application of such methodologies in a post-restoration phase to assess restoration performance is still very limited. For example, a simple underwater photomosaic of a small transplantation with Posidonia oceanica was acquired for the first time using optical data, which also allowed the assessment of the coverage achieved by the transplanted seagrasses 12 years after the initial intervention [63]. Although a photomosaic of the entire transplant seen from above was obtained, the pictures were not accompanied by cartographic accuracy values. Therefore, the errors associated with the use of these methods in mapping seagrass restoration remain to be assessed. This work aims at defining an operational, very high-resolution, cost-effective methodology based on a multi-image photogrammetric approach to achieve effective assessment of medium- to long-term seagrass transplantation performance. In this paper, we mainly present the results of experiments carried out at two sites in the Mediterranean Sea.

2. Materials and Methods

2.1. Study Sites

Photogrammetric surveys were conducted on Posidonia oceanica sites located in five different areas, four of which are in Italy (the central and southern Tyrrhenian Sea and the Strait of Sicily) and one in France (the central Tyrrhenian Sea). All the areas presented here fall within Italian and French areas of biological interest as marine protected areas (MPAs) and special areas of conservation (SACs).

Three sites include restored P. oceanica meadows: Sant’Amanza, Infreschi Bay, and Capo Feto (Figure 2), while two sites (Cirella and Ventotene Island, Figure 2) have been studied because monitoring will be carried out in the future. All restoration activities were performed using a P. oceanica anchoring support-patented product (n. 0001400800/2010 and n. 102015000081824/2018), made of totally biodegradable polymer (Mater-Bi® , Novara, Italy) [7].

Around Cirella Island (Calabria region 39.697727° N, 15.804926° E) an underwater photogrammetry survey was carried out in July 2019 at a water depth between 4 m and 14.5 m (Figure 2) and in June 2021 at Ventotene Island (40.803825° N, 13.431503° E) at a water depth of 13.8 m. In October 2020, an underwater photogrammetry survey of P. oceanica restoration was conducted at Capo Feto (37.655856° N, 12.536330° E) located in the south-western sector of Sicily (Figure 2) by scuba divers at a 6.5 m depth. In March 2021, a photogrammetric survey was conducted at the restored site of Infreschi Bay (39.998177° N, 13.540639° E), located in the Campania region, at a 4 m water depth. Finally, surveys were performed in June 2021, in the south-western part of Corsica Island (France), at the restored site of Sant’Amanza (41.431499° N, 9.230639° E), at a 14.5 m water depth (Figure 2).
water depth of 13.8 m. In October 2020, an underwater photogrammetry survey of *P. oceanica* restoration was conducted at Capo Feto (37.655856° N, 12.536330° E) located in the south-western sector of Sicily (Figure 2) by scuba divers at a 6.5 m depth. In March 2021, a photogrammetric survey was conducted at the restored site of Infreschi Bay (39.998177° N, 15.425601° E), located in the Campania region, at a 4 m water depth. Finally, surveys were performed in June 2021, in the south-western part of Corsica Island (France), at the restored site of Sant’Amanza (41.431499° N, 9.230639° E), at a 14.5 m water depth (Figure 2).

2.2. Equipment, Camera Calibration, and Survey Techniques

For the activities carried out at the study sites, we have summarized the workflow (Figure 3) adopted for underwater photogrammetric surveys and data analysis (Figure 3) which was composed of four steps (i.e., pre-survey, survey, processing, and data analysis). In particular, we defined underwater photogrammetric activities according to the following eight phases: Phase 1 involves the planning of the image acquisition path; Phase 2 involves the on-site camera calibration; Phase 3 involves the installation of the reference markers on the seafloor; Phase 4 involves setting the relative height of the camera from the sea bottom and data acquisition; Phase 5 involves the image enhancement of the data via post-processing; Phase 6 involves the processing chain of the frames using photogrammetry software; Phase 7 involves the classification using machine learning and object image analysis (OBIA) of the seafloor morphologies and features; Phase 8 involves the dense point cloud analysis, measurements, and time-lapse analysis (Figure 3).

2.3. Camera Pre-Calibration

Camera calibration is the process of determining camera interior orientation parameters, namely, focal length, principal point coordinates, and radial and decentring lens distortions [64]. Most cameras are not designed to work directly underwater, and a waterproof housing is necessary. Depending on the type of port used by the housing, different refractive phenomena are introduced [65,66] that need to be taken into account with proper mathematical modeling and underwater calibration. Camera calibration parameters can be recovered in self-calibration as part of the photogrammetric process if proper acquisition protocols are followed [67]. Further details on underwater calibration methods and techniques can be found in [68].
Figure 3. Workflow used for the underwater photogrammetric survey and data analysis for very high-resolution mapping of *Posidonia oceanica* site restorations. The activities include pre-survey, survey, processing and analysis, post-processing, classification of the seafloor, and time-lapse analysis.

When dealing with more expeditive survey acquisitions or if the seabed is largely covered by species that are not static during the photogrammetric survey, such as the *Posidonia* under current and swell, it is advisable to perform a dedicated underwater camera calibration using a portable test field before the actual survey. Indeed, the assumption made in photogrammetry that tie points lie on an object’s surface, considered as a rigid body, is often invalidated by the moving leaves, possibly introducing significant matching errors and outliers in the orientation and self-calibration process.

For our projects, the GoPro Hero 4 black edition action camera was used for image acquisition during field surveys (Figure 4a). GoPro action cameras are well known to the scientific community and are extensively used for different underwater photogrammetry projects [69–71]. The camera features a 12 MP (4000 × 3000 pixel) 1/2.3" sensor (6.17 mm × 4.55 mm) with a pixel size of 1.5 μm and is equipped with a fisheye lens with fixed focus whose nominal focal length is 2.9 mm. The camera is sold with an acrylic waterproof housing that features a flat port.

The camera was calibrated using a medium format field of view, which utilizes a reduced part of the sensor by cropping the original image to 3000 × 2250 pixels. Image acquisition was carried out underwater using a rigid planar chessboard pattern (Figures 4b and 5) according to the procedure adopted in previous studies [22]. Multiple images of the pattern were taken by framing the chessboard with different orientations at the operative depth and at a distance between 1 and 2 m, right before the photogrammetric survey (Figure 5). The calibration was processed using a tool available in the Agisoft Metashape Pro 1.7.2 version software [72].

The calibration provided values of the interior orientation parameters, used to determine the FOV of the GoPro Hero 4 cameras in water. Afterwards, using these parameters, FOV and GSD (Ground Sample Distance) of the GoPro 4 camera were determined using an Excel spreadsheet and utilized for the planning of the image acquisition path.
were programmed on the basis of the known FOV of the camera. Targeted GCPs, placed on the bottom, supported the diver’s navigation in course inversions. The length of the transects and the distance of successive lines were programmed on the basis of the known FOV of the camera. Targeted GCPs, placed on the bottom, supported the diver’s navigation in course inversions. The high overlap and sidelap percentages chosen for the photogrammetric survey make sure that the site of interest is fully covered by the captured images.

All surveys were conducted by a scuba diver equipped with a Mares dive computer (Quad Air model) and a GoPro Hero 4 action camera Black edition set with a medium Field of View (FOV) to consider only the central part of the image, less affected by chromatic aberrations and astigmatism. As a result, the image resolution was 7 megapixels (Figure 4). The camera was pointed downward to obtain nadiral images with the diver swimming at the same height from the bottom.

The horizontal field of view (FOV) was calculated using the following formula [22]:

\[ \text{FOV} = 2 \arctan \left( \frac{w}{2 \times f} \right) \]

where \( w \) is the width of the sensor and \( f \) is the calibrated focal length of the camera. The field of view in the height direction \( h \) of the sensor can be computed using \( h \) instead of \( w \) in the above formula. The coverage in object space along the width and height directions of the sensor, at different distances from the camera, was calculated (Table 1) using the following formula [22]:

\[ \text{Width} = 2 \times d \times \tan \left( \frac{\text{FOV}}{2} \right) \]

This equation is very useful for planning 3D photogrammetric surveys in areas where seagrass is present and where depth and bottom areas are known variables. Knowing the

**Figure 4.** (a) GoPro HERO 4 Black camera used for seafloor mapping. (b) Example of underwater image of the chessboard used for camera calibration.

**Figure 5.** An example of GoPro 4 Black camera calibration on site using the chessboard at different angles and distances.

### 2.4. Underwater Photogrammetric Survey

For each survey, the diver acquired images at a maximum distance of 3.5–4 m above the sea floor, following straight paths along parallel and regularly spaced strips. Furthermore, according to standard photogrammetry protocols, the diver also performed across-track strips (Figure 6). A swimming speed of about 5–20 m min\(^{-1}\) was maintained during the survey and the images were acquired in timelapse mode with a time interval of 0.5 s. The planned path made of parallel and cross strips was followed by the diver with the help of an underwater compass. The length of the transects and the distance of successive lines were programmed on the basis of the known FOV of the camera. Targeted GCPs, placed on the bottom, supported the diver’s navigation in course inversions. The high overlap and sidelap percentages chosen for the photogrammetric survey make sure that the site of interest is fully covered by the captured images.

The calibration provided values of the interior orientation parameters, used to determine the FOV of the GoPro Hero 4 cameras in water. Afterwards, using these angles and distances.
real FOV of the camera and the distance from the bottom, one can determine the effective bottom coverage of the images. Values for the width, height, area, and GSD of the image, as a function of the photographic shooting distance from the seafloor, have been calculated and are reported in Table 1. These values increase linearly with the distance from the bottom (Figure 7).

![Image of underwater survey](image)

**Figure 6.** Navigation lines conducted by the diver at Ventotene Island during the photogrammetric survey in a time lapse with 0.5 s time interval at a water depth of about 3–4 m.

**Table 1.** Image with, height, surface, and Ground Sampling Distance (GSD) as a function of distance from the seafloor.

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>Width (m)</th>
<th>Height (m)</th>
<th>Surface (m²)</th>
<th>GSD cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.23</td>
<td>0.91</td>
<td>1.12</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>2.47</td>
<td>1.82</td>
<td>4.49</td>
<td>0.6</td>
</tr>
<tr>
<td>3</td>
<td>3.70</td>
<td>2.73</td>
<td>10.11</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>4.94</td>
<td>3.64</td>
<td>17.97</td>
<td>1.2</td>
</tr>
<tr>
<td>5</td>
<td>6.17</td>
<td>4.55</td>
<td>28.07</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>7.40</td>
<td>5.46</td>
<td>40.43</td>
<td>1.9</td>
</tr>
<tr>
<td>7</td>
<td>8.64</td>
<td>6.37</td>
<td>55.02</td>
<td>2.2</td>
</tr>
</tbody>
</table>

![Graph of coverage from the bottom](graph)

**Figure 7.** Image width and height as a function of the distance from the seafloor and the coverage of the bottom.

The calculated FOV value was 62.98°. The field widths of the frames were used for planning the path of the photogrammetric survey (the number of transects to be conducted and the height of the survey relative to the sea bottom) to guarantee the pre-planned overlap of 60–70% and a sidelap of 25–40% (Figures 6 and 7).
2.5. Multibeam Data Collection and Accuracy

At Capo Feto, a multibeam bathymetry survey was carried out in September 2019 before the photogrammetric survey. Data was collected with a Teledyne Reson SeaBat 7125 Echo-Sounder System at 400 kHz with a beam-width of 0.5° × 1° and a depth resolution of 5 mm, using a small boat.

Around Cirella Island, the multibeam survey was carried out in September 2018 before the photogrammetric survey. Data was collected at a water depth between 5 m and 40 m using a Kongsberg EM2040 at 400 kHz with a beam-width of 0.4° × 0.7° and a pulse length of 108 µs hull-mounted onboard of the R/V “Astrea”, a 24 m-long boat.

Post-processed sounding multibeam data [14,73,74] were merged and gridded for the generation of DEMs at 0.1 m and 0.2 m cell size resolution, respectively.

The resolution and accuracy of bathymetric data collected depended on many factors: the depth of the survey (footprint size), the state of the sea (quality data), sensor frequency and wavelength of the signal used, GNSS positioning accuracy (Real-Time Kinematics, Post-Processing Kinematics), motion sensor quality, the type of installation of the multibeam sensor (pole or hull), ray-tracing correction on the soundings based on the sound speed velocity along the water column (vertical and horizontal) recorded through a velocity probe, as well as a local patch test to calibrate the multibeam sensor angles, local tide corrections for the vertical datum, statistical and manual deleting of the random and organized noise, and, finally, the generation of the weighted average grid for the depth range.

In shallow and very shallow waters we used high-frequency (400 kHz) sensors and performed the post-processing according to high hydrographic standards [14,73,74], obtaining centimetric vertical accuracy comparable to a kinematic laser scanner survey in Real-Time Kinematics mode. Backscatter intensity data for the seafloor and the water column [14] were recorded only for the survey conducted by Kongsberg EM2040 around Cirella Island.

2.6. Image Enhancement Tools

An underwater image enhancement technique was performed before the 3D reconstruction to minimize the effect of the water column on the underwater images [30]. Direct computation of ACE uses a polynomial approximation of the slope function to decompose the main computation into convolutions. The enhanced image appears natural because the input image is adjusted in a manner consistent with perception. Color correction was carried out using the image enhancement process tool (software developed by the iMARECULTURE Project) [75]. Specifically, we used the Automatic Color Enhancement (ACE) algorithm [76] (Figure 8). ACE is an effective method for color image enhancement based on modelling several low-level mechanisms of the human visual system.

![Figure 8. Comparison between before and after correction by the image enhancement algorithm (ACE) on a single frame of the underwater photogrammetric survey. The white stars indicate the restoration area of *P. oceanica*, while the white square at the bottom right indicates the circular coded targets for alignment of the frames. (a), image before (ACE) correction; (b), image after (ACE) correction.](image-url)
2.7. Photogrammetric Processing

The photogrammetric processing was carried out using the commercial software Agisoft Metashape Pro V 1.7.2. The GCP position was identified using the automatic marker detection function. The image orientation was performed using the images at full resolution. The same resolution was used for the creation of the dense point cloud (exported in LAS format) and orthomosaic generation. For both the dense point cloud and the orthomosaic, accuracy was estimated using reference GCP targets and a known control scale bar (1 m).

2.8. Co-Registration of Multibeam Bathymetry and 3D Trilateration Data at Local Scale

Data co-registration between the dense point cloud LAS and DEMs from multibeam bathymetry data at Capo Feto was performed with the rectification tools of the Global Mapper software [77] using 12 Ground Control Points (GCPs) observable in the datasets. These GCPs are represented by very small morphological features and circular coded targets (Figure 9). The scale bars, visible in the LAS, were used as check measures to evaluate the geometric accuracy obtained after georeferencing the data.

Figure 9. Overlapping soundings from multibeam data and dense point clouds. (a) Sounding map from multibeam data. (b) Digital Elevation Model at 0.05 m resolution from multibeam data. (c) DEM at 0.03 m from dense point cloud. (d) Orthomosaic at 0.01 m resolution. (e) The S1–S2 profile shows a comparison between the dense point cloud (canopy) and DEM from multibeam data. The white box indicates the same area of *P. oceanica* investigated with MBES and photogrammetry.
Georeferencing of the dense point cloud (X,Y,Z) extracted from photogrammetry was performed using the Global Mapper 22.1 LIDAR COMPARE tool [53]. Rectification or georeferencing is the process of assigning a geographic location, scale, and alignment to a file (known points). This is achieved using GCPs, which can be entered manually or chosen from loaded reference data. Although georeferencing is traditionally performed on raster data, the process can be applied to 3D vector data or point clouds as well. With point cloud, LIDAR data, DEMs, and mesh features, the rectification option displays a 3D layer control point dialog with options for adding 3D control points (X, Y, Z). This method of the 3D rectification used by Global Mapper software calculates a 3D affine transformation through a $4 \times 4$ matrix that best fits the control points.

This tool also supports the functionality of the “Compare Point Cloud LIDAR QC” tool and finds duplicate LIDAR points. This function identifies a point cloud that is different between 2 sets of point clouds and/or compares the elevations from loaded LIDAR point clouds to loaded 3D control points. It then adjusts the point cloud to match the GCP points through a triangulation algorithm.

Pairs of homologous points were identified between the georeferenced multibeam data (soundings) and point clouds obtained from photogrammetric restitution (not georeferenced). These points were used as GCPs. The procedure provides for the georeferencing of the scattered point cloud based on homologous points on the three components X, Y, and Z identified on both datasets. GCPs can be small objects, such as rocky outcrops and escarpments, and all morphological features that have well-defined geometric shapes.

The positions of the X, Y, and Z control points were inserted manually according to the correspondences of the objects and shapes present in the two datasets (Figure 9).

The 3D trilateration technique (known also as the Direct Survey Method (DSM) in underwater archaeological surveys) was applied to the survey sites. Specifically, a network of GCPs was realized for each site by using two reinforced quadrilaterals that were elaborated using Site Recorder 4 software [78] (see Figure 10). A control GCP network was realized at each survey site using circular coded targets from Agisoft Metashape. For each target, the relative depths and the six distances (four sides plus the two diagonals (GCP)) were measured by dive computers. Measurements of distances between GCPs and depths were taken in situ by divers. Metric scale bars of a known dimension of 1 m were used as control measures (Figure 10c). Finally, local coordinates were calculated using Site Recorder 4 software and associated with GCP markers with Agisoft Metashape software.

![Figure 10. (a) Example of 3D trilateration of the reinforced quadrilateral control point network (GCP). (b) Example of marker positioning. (c) GCP and control bar.](image)

2.9. Data Classification and Analysis

The Cape Feto orthomosaics were classified using an OBIA approach with the eCognition Essentials 1.3 software [79] and using a k-NN supervised classification algorithm.
The multiresolution segmentation algorithm was used to identify homogeneous objects. The process of multiresolution segmentation was carried out by considering the following parameters: scale factor, shape, smoothness, and compactness. We tested the performance of the k-NN supervised classification. The k-NN algorithm is a method for classifying objects by a majority ranking of their neighbours, with the object being assigned to the class most common among its k-nearest neighbours. The OBIA classification was performed using 163 ground-truth training samples. While of the classification accuracy was assessed using 76–98 ground-truth validation samples. Finally, user and producer accuracy and K-index were determined. The dense point cloud was classified with Global Mapper V 22.0 software using the LIDAR classification tool and the canopy height of the restoration site was analyzed and measured with Cloud Compare V 2.12 software [80].

3. Results

Processing of photogrammetric data of the Capo Feto site (Figure 2) allowed us to obtain a dense point cloud composed of about 20 million points and an orthomosaic with cells of 1 mm resolution (Figure 10a), while for the Sant’Amana site the dense point cloud consisted of approximately 10 million points with an orthomosaic resolution of 1.4 mm (Figure 10b). Finally, for the Infreschi Bay site, the dense point cloud was composed of 12 million points and an orthomosaic resolution of 1 mm (Figure 11).

The acoustic (MBES) and optical datasets of the Capo Feto site show perfectly matching morphological features (e.g., rocky outcrops), thus representing ideal candidate control points (GCPs) for the co-registration of the two datasets (Figure 12a,b). The corrected point cloud, using 12 GCPs identified between the two acoustic MBES and optical datasets, resulted in both the geo-referencing of the point cloud and the redefinition of the vertical elevation values of the optical LAS. Although the multibeam data from the Capo Feto site were not acquired at a very high resolution, we still obtained a discrete scaling (horizontal and vertical) of the optical LAS point cloud.

Although the density of sounding of the multibeam data was lower than the spatial resolution of the photogrammetric survey, the depth values of the bathymetric data had decimeter accuracy. In this regard, it should be noted that the footprint size of the Reson SeaBat 7125 multibeam sensor used was \(0.5^\circ \times 0.1^\circ\). At 6 m depth, we obtained in the nadir sector an acoustic footprint with an area of 0.003 m\(^2\) and one with an area of 0.01 m\(^2\) in the outermost position at about 50\(^\circ\). On the other hand, the Kongsberg EM 2040 MBES features a footprint size of \(0.4^\circ \times 0.7^\circ\) and this provides an even higher resolution. This characteristic is adequate in shallow and very shallow water for the georeferencing of point clouds generated by photogrammetry. Overall, the vertical RMSE was 0.06 and 0.05 for Cirella Island and Capo Feto, respectively.
be a matter of placing the targets on the bottom and measuring their depth. A further improvement of the execution times of the 3D trilateration surveys by divers could be obtained by using a pressure sensor coupled to the underwater camera during the survey of the images.

This technique is very effective, fast, and inexpensive if applied in small areas and at shallow depths at which scuba diving does not have time limits. As for disadvantages, the use of the 3D trilateration technique does not allow the georeferencing of the LAS point cloud since the spatial reference is given by local coordinates. Comparison of the AB transect vertical profiles of the dense point cloud corrected using multibeam data compared to the point cloud corrected using 3D trilateration show canopy height values between 0.5–1 m (Figure 12d,e). The point cloud, rectified with multibeam data, has more accurate planimetric and vertical Z-accuracy than the 3D trilateration.

Figure 12. (a) DEM of Capo Feto at 5 cm of resolution, reconstructed from multibeam bathymetry. (b) Dense point cloud and location of control points (GCPs) used to georeference the 3D model. (c) Three-dimensional trilateration technique: a closed grid consisting of eight ground control points (GCP) and two control bars, 1 metre in length, located on the seabed. (d) Bathymetric profile (MBES correction) along the transect (AB) shows the Canopy Height Model (CHM) Capo Feto (Sicily). (e) Bathymetric profile (trilateration correction) along the transect (A'B'). Capo Feto (Sicily).

From a statistical perspective, the 3D trilateration with eight points gave a total root mean square (RMS) residual of 0.007 m; the same value of the residuals RMS (0.003 m) was found for the planimetric and for the depth.

This technique is very efficient and rapid, especially when used in large areas at shallow depths, where activities performed while SCUBA diving are safer with extended bottom time. However, this technique can also be applied at greater depths at which SCUBA dives may be more constrained by limited bottom time due to the no-decompression limit (NDL). As a disadvantage, the use of multibeam to georeference and scale the LAS point cloud has a high cost and is not always applicable in shallow water.

The scaling of the LAS point cloud performed using the 3D trilateration technique, using two reinforced squares composed of eight GCPs (Figure 12c), can be affected by limited accuracy of the depth measurement acquired by the underwater computers. This problem can be overcome using high-accuracy professional pressure sensors that are calibrated in situ with the local temperature, salinity, and density. However, GCP distance measurements acquired in situ by the dive operator may instead report errors related to the increased distance between GCPs. Unfortunately, distance measurements between GCPs performed in situ by divers greatly increase dive times, requiring first the arrangement of GCPs, then the acquisition of images with the camera, and finally the measurement of GCP depths and relative distances between them.
To speed up the scaling procedure over large areas, a good compromise is to combine the use of known calibrated lengths (scale bars) with depth measurements from a dive computer. This procedure would considerably reduce the dive time since it would only be a matter of placing the targets on the bottom and measuring their depth. A further improvement of the execution times of the 3D trilateration surveys by divers could be obtained by using a pressure sensor coupled to the underwater camera during the survey of the images.

This technique is very effective, fast, and inexpensive if applied in small areas and at shallow depths at which scuba diving does not have time limits. As for disadvantages, the use of the 3D trilateration technique does not allow the georeferencing of the LAS point cloud since the spatial reference is given by local coordinates. Comparison of the AB transect vertical profiles of the dense point cloud corrected using multibeam data compared to the point cloud corrected using 3D trilateration show canopy height values between 0.5–1 m (Figure 12d,e). The point cloud, rectified with multibeam data, has more accurate planimetric and vertical Z-accuracy than the 3D trilateration.

From a statistical perspective, the 3D trilateration with eight points gave a total root mean square (RMS) residual of 0.007 m; the same value of the residuals RMS (0.003 m) was found for the planimetric and for the depth.

Table 2 shows the results of the planimetric distances between individual GCP markers taken between the two rectified datasets using the georeferencing technique and 3D trilateration. The root mean square error (RMSE) obtained for the planimetric measurements was 0.05 m, while the RMSE on depth was 0.11 m. The differences between the planimetric distances that were measured between the GCPs on the 3D model scaled using the georeferencing technique (by MBES) and those measured on the model scaled using the 3D trilateration technique were within 10 cm.

The major errors found in the X, Y (plan) were observed on the external points of the investigated area with respect to the central sector (Table 2) with centimetric accuracy, probably due to the lack of constraint points on the outermost sector. Similarly, the Z (depth) was also affected by the major error with decimetric accuracy (Table 3).

Table 2. Planimetric (X,Y) differences between LAS data corrected on MBES and LAS data corrected using the 3D trilateration method.

<table>
<thead>
<tr>
<th>Target</th>
<th>LAS Corrected from MBES</th>
<th>LAS Corrected from 3D Trilateration</th>
<th>Difference X, Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCP1-GCP11</td>
<td>5.46 m</td>
<td>5.41 m</td>
<td>0.05 m</td>
</tr>
<tr>
<td>GCP1-GCP15</td>
<td>22.20 m</td>
<td>22.16 m</td>
<td>0.04 m</td>
</tr>
<tr>
<td>GCP11-GCP13</td>
<td>21.80 m</td>
<td>21.78 m</td>
<td>0.02 m</td>
</tr>
<tr>
<td>GCP1-GCP10</td>
<td>11.70 m</td>
<td>11.68 m</td>
<td>0.02 m</td>
</tr>
<tr>
<td>GCP10-GCP11</td>
<td>9.97 m</td>
<td>9.91 m</td>
<td>0.06 m</td>
</tr>
<tr>
<td>GCP10-GCP13</td>
<td>12.20 m</td>
<td>12.18 m</td>
<td>0.02 m</td>
</tr>
<tr>
<td>GCP10-GCP15</td>
<td>12.20 m</td>
<td>12.16 m</td>
<td>0.04 m</td>
</tr>
<tr>
<td>GCP13-GCP15</td>
<td>7.51 m</td>
<td>7.48 m</td>
<td>0.03 m</td>
</tr>
<tr>
<td>GCP2-GCP13</td>
<td>12.10 m</td>
<td>12.18 m</td>
<td>~0.08 m</td>
</tr>
<tr>
<td>GCP2-GCP4</td>
<td>3.27 m</td>
<td>3.24 m</td>
<td>0.03 m</td>
</tr>
<tr>
<td>GCP4-GCP15</td>
<td>11.20 m</td>
<td>11.15 m</td>
<td>0.05 m</td>
</tr>
<tr>
<td>GCP13-GCP12</td>
<td>6.79 m</td>
<td>6.73 m</td>
<td>0.06 m</td>
</tr>
<tr>
<td>GCP15-GCP12</td>
<td>6.37 m</td>
<td>6.30 m</td>
<td>0.07 m</td>
</tr>
<tr>
<td>GCP2-GCP12</td>
<td>6.11 m</td>
<td>6.04 m</td>
<td>0.07 m</td>
</tr>
<tr>
<td>GCP4-GCP12</td>
<td>6.57 m</td>
<td>6.55 m</td>
<td>0.02 m</td>
</tr>
</tbody>
</table>
Table 3. Vertical Z (depth) difference between LAS data corrected on MBES and LAS data corrected using the 3D trilateration method.

<table>
<thead>
<tr>
<th>Target</th>
<th>LAS Corrected on MBES</th>
<th>LAS Corrected from 3D Trilateration</th>
<th>Difference Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCP1</td>
<td>6.65 m</td>
<td>6.53 m</td>
<td>0.12 m</td>
</tr>
<tr>
<td>GCP2</td>
<td>7.40 m</td>
<td>7.53 m</td>
<td>−0.13 m</td>
</tr>
<tr>
<td>GCP3</td>
<td>6.46 m</td>
<td>6.30 m</td>
<td>0.16 m</td>
</tr>
<tr>
<td>GCP4</td>
<td>7.40 m</td>
<td>7.34 m</td>
<td>0.06 m</td>
</tr>
<tr>
<td>GCP6</td>
<td>7.10 m</td>
<td>7.01 m</td>
<td>0.09 m</td>
</tr>
<tr>
<td>GCP8</td>
<td>6.54 m</td>
<td>6.41 m</td>
<td>0.13 m</td>
</tr>
<tr>
<td>GCP9</td>
<td>7.09 m</td>
<td>6.98 m</td>
<td>0.11 m</td>
</tr>
<tr>
<td>GCP10</td>
<td>6.59 m</td>
<td>6.45 m</td>
<td>0.14 m</td>
</tr>
<tr>
<td>GCP11</td>
<td>6.49 m</td>
<td>6.33 m</td>
<td>0.16 m</td>
</tr>
<tr>
<td>GCP12</td>
<td>7.13 m</td>
<td>7.16 m</td>
<td>−0.02 m</td>
</tr>
<tr>
<td>GCP13</td>
<td>7.06 m</td>
<td>7.22 m</td>
<td>−0.16 m</td>
</tr>
<tr>
<td>GCP15</td>
<td>7.01 m</td>
<td>6.98 m</td>
<td>0.03 m</td>
</tr>
</tbody>
</table>

3.1. Object-Based Image Analysis (OBIA)

The Object-Based Image Analysis (OBIA) approach was used to obtain accurate thematic maps of the distribution of *P. oceanica* (Figure 13) and to define its boundaries to be processed in a GIS environment. The data acquired allowed us to compare the distribution of *P. oceanica* over two years and to verify its dynamic changes or stability in the initial area of restoration. Figure 13 shows the results of comparisons from surveys conducted at Cape Feto in October 2020 and August 2021. For the October 2020 orthomosaic, the most efficient object segmentation results, generated with Ecognition Essentials 10.2 software, were obtained on the basis of the following parameters: Scale = 250–1000; Color = 0.4; Smoothness = 0.4; Shape = 1; Compactness = 1. For the August 2021 orthomosaic, the best results for object segmentation were obtained using the following parameters: Scale = 150–400; Color = 0.6; Smoothness = 0.4; Shape = 1; Compactness = 1. For the October 2020 orthomosaic, an overall OBIA classification accuracy of 93.67% and a K-index value of 0.90 was obtained using the KNN algorithm (Table 4). Whereas, for the August 2021 orthomosaic, the overall accuracy was 99.02% the K-index value was 0.98 (Figure 13c and Table 4). Using OBIA classification of high-resolution orthomosaics, we estimated an increase in the extent of *P. oceanica* of approximately 7 m². Using the LIDAR classification tool of the Global Mapper software, we classified the point clouds of October 2020 and August 2021. The classification was performed using the shape of the OBIA classifications carried out for the two periods with the same thematic classes. The shape files were used to select the intersected points. An example of classification and comparison of the point clouds is shown in Figure 13. The results show that the LIDAR classification tool of the Global Mapper software is very efficient and practical for seagrass point cloud analysis.

Table 4. Accuracy of the classification of the restoration area of Capo Feto from the KNN machine learning algorithm for the orthomosaics of October 2020 and August 2021, respectively.

<table>
<thead>
<tr>
<th>Thematic Classes</th>
<th>User’s Accuracy</th>
<th>Producer’s Accuracy</th>
<th>User’s Accuracy</th>
<th>Producer’s Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead matte</td>
<td>83.87%</td>
<td>100%</td>
<td>96.97%</td>
<td>100%</td>
</tr>
<tr>
<td><em>P. oceanica</em> meadows</td>
<td>100%</td>
<td>86.67%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Rock</td>
<td>100%</td>
<td>95.65%</td>
<td>100%</td>
<td>95.45%</td>
</tr>
</tbody>
</table>
distribution of P. oceanica over two years and to verify its dynamic changes or stability in the initial area of restoration. Figure 13 shows the results of comparisons from surveys conducted at Cape Feto in October 2020 and August 2021. For the October 2020 orthomosaic, the most efficient object segmentation results, generated with Ecognition Essentials 10.2 software, were obtained on the basis of the following parameters: Scale = 250–1000; Color = 0.4; Smoothness = 0.4; Shape = 1; Compactness = 1. For the August 2021 orthomosaic, the best results for object segmentation were obtained using the following parameters: Scale = 150–400; Color = 0.6; Smoothness = 0.4; Shape = 1; Compactness = 1. For the October 2020 orthomosaic, an overall OBIA classification accuracy of 93.67% and a K-index value of 0.90 was obtained using the KNN algorithm (Table 4). Whereas, for the August 2021 orthomosaic, the overall accuracy was 99.02% the K-index value was 0.98 (Figure 13c and Table 4). Using OBIA classification of high-resolution orthomosaics, we estimated an increase in the extent of P. oceanica of approximately 7 m². Using the LIDAR classification tool of the Global Mapper software, we classified the point clouds of October 2020 and August 2021. The classification was performed using the shape of the OBIA classifications carried out for the two periods with the same thematic classes. The shape files were used to select the intersected points. An example of classification and comparison of the point clouds is shown in Figure 13. The results show that the LIDAR classification tool of the Global Mapper software is very efficient and practical for seagrass point cloud analysis.

Figure 13. A comparison of the cloud point classification of the years 2020 and 2021 at the Capo Feto restoration site (Sicily) using the object segmentation technique. (a) Seafloor Orthomosaic map. (b,b’) Multiresolution segmentation, ground-truth training, and validation data. (c,c’) OBIA classification using the KNN algorithm. (d,d’) Point cloud data. (e,e’) Point cloud data classification.

3.2. Three-Dimensional Measurements and Analysis

To measure and analyze properly scaled and georeferenced dense point clouds, we used Cloud Compare software. We examined the height of the leaf canopy on four randomly selected P. oceanica patches identified in the area of interest shown in Figure 14. In total, the following height values were observed: 1.06 m for point 1, 0.91 m for point 2, 1.57 m for point 3, and finally 0.42 m for point 4 (Figure 14a). Moreover, elaborations were carried out with the tool “Extract Cloud Sections along polylines transect” to determine the height profiles of the leaf canopy for the entire LAS data point cloud (Figure 14b,c). The point clouds, in LAS data, represent a numerical model of the surface for which the elevation heights are reported, making it possible to measure the height of the leaf canopy and monitor its temporal change (Figure 14d).
Table 4. Accuracy of the classification of the restoration area of Capo Feto from the KNN machine learning algorithm for the orthomosaics of October 2020 and August 2021, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Overall Accuracy</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 2020</td>
<td>93.67%</td>
<td>0.90</td>
</tr>
<tr>
<td>August 2021</td>
<td>99.02%</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thematic Classes</th>
<th>User's Accuracy</th>
<th>Producer's Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead matte</td>
<td>83.87%</td>
<td>100%</td>
</tr>
<tr>
<td><em>P. oceanica</em> meadows</td>
<td>100%</td>
<td>86.67%</td>
</tr>
<tr>
<td>Rock</td>
<td>100%</td>
<td>95.65%</td>
</tr>
</tbody>
</table>

3.2. Three-Dimensional Measurements and Analysis

To measure and analyze properly scaled and georeferenced dense point clouds, we used Cloud Compare software. We examined the height of the leaf canopy on four randomly selected *P. oceanica* patches identified in the area of interest shown in Figure 14. In total, the following height values were observed: 1.06 m for point 1, 0.91 m for point 2, 1.57 m for point 3, and finally 0.42 m for point 4 (Figure 14a). Moreover, elaborations were carried out with the tool "Extract Cloud Sections along polylines transect" to determine the height profiles of the leaf canopy for the entire LAS data point cloud (Figure 14b and 14c). The point clouds, in LAS data, represent a numerical model of the surface for which the elevation heights are reported, making it possible to measure the height of the leaf canopy and monitor its temporal change (Figure 14d).

Figure 14. (a) Reconstruction of the dense point cloud of the Capo Feto site restoration. (b) an indication of areas measured in canopy heights. (c) a dense point cloud with identification of vertical height profiles. (d) leaf canopy profile measurement using Cloud Compare software.

4. Discussion

The successful application of seagrass restoration presupposes a thorough investigation of the site where the interventions are to be conducted. In the restoration areas, most of the environmental monitoring activities are conducted through direct observation by scuba divers, leading to mainly qualitative data [81].

Preliminary characterization of the sites should be conducted through traditional remote surveys by satellite images (panchromatic and multispectral), UAS surveys, and acoustic equipment (high-resolution multibeam and Side Scan Sonar data) for an extensive mapping of the seafloor of the study area [82]. However, underwater photogrammetry can be considered a very powerful tool for initially mapping seagrass transplants and then monitoring their progress for indications of the success of a restoration intervention. This is particularly so when assessing seagrass response in terms of growth and expansion of the canopy cover and height at a very high-resolution level.

Compared to the traditional monitoring of *P. oceanica* transplants, underwater photogrammetry provides high-resolution information from which microscale information can be extracted [22,23,34,83–88]. As highlighted in the literature, many restoration actions have failed, and this is often due to the erroneous choice of the intervention site and its characteristics, e.g., depth of the site and wave exposure, currents, and occurrence of boat anchoring [8]. It is therefore necessary to adopt a strict code of good practices for seagrass restoration interventions, which guides, step by step, accurate and careful management and monitoring of the entire process [8].

Therefore, the micro-bathymetry here proposed is the most appropriate tool to characterize both the donor and the receiving sites of the restoration actions [22,82]. Moreover,
the orthomosaic obtained from the DEM and the LAS dense point cloud are excellent tools for monitoring restoration sites, especially if used correctly during the identification and information collection phase. Underwater photogrammetry data (point clouds, DEMs, and orthomosaics), can reach subcentric resolutions higher than resolution multibeam data. In fact, the DEM produced by photogrammetry (Figure 15) allows the user to discriminate in detail not only the *P. oceanica* canopy and dead matte but also sandy areas and ripples, while the very high-resolution orthomosaic (Figure 15b) also shows the arrangement of dead leaves among the ripples.

![Figure 15](image-url)

**Figure 15.** (a) Digital Elevation Model of *P. oceanica* meadows on matte at Ventotene Island. (b) Orthomosaic and DEM integration of *P. oceanica*. (c) AB bathymetric profile of leaf canopy height.

Compared to traditional methods for monitoring seagrass transplants, (e.g., measurement of plant biometry, shoot density, mortality rate, and growth rate of new cuttings), underwater photogrammetry complements and improves the above-mentioned surveillance and monitoring system, making it more informative and effective [7,89].

Restoration monitoring requires 3D metric and orthomosaic models that are accurately scaled and therefore it is necessary to adopt methodological procedures for correct and accurate environmental monitoring. First, it is necessary to calibrate the camera with which the images are acquired. Estimating the FOV of the camera is useful for defining the height at which the photogrammetric survey is to be carried out, for determining the number and length of the strips to be carried out, and finally the distance (overlap and sidelap) between the various strips.

During the acquisition of the images, it is necessary to guarantee the coverage of overlap and sidelap between all images. In a photogrammetric survey aiming at 3D reconstruction with Structure from Motion (SfM) techniques, it is important to guarantee a high...
redundancy of the data, with some authors [87–89] suggesting that each zone of interest must be portrayed in at least nine photographs to guarantee an effective 3D reconstruction.

Greater accuracy in the use of underwater photogrammetry can be achieved by integrating photogrammetric data with very high-resolution information from multibeam bathymetry [14], which provides accurate georeferencing of the point cloud and the orthomosaic. This technique allows the accurate estimation of different descriptors, such as the surface, height, and volumes of the canopy [22], which are useful indicators of the success of seagrass restoration.

The use of high-resolution multibeam sounding to georeference the photogrammetric product data allows the use of very long transects over extensive areas (Figure 16) with accuracy employing ROVs, UAVs, and ASV systems. However, it should be remembered that multibeam data must be acquired on very high-frequency instruments (at least 400 kHz) and processed according to high-quality standards [14,32,87] (Figure 16).

The 3D trilateration technique represents a valid procedure for obtaining metric dense point clouds and orthomosaics without the need for multibeam bathymetry. As shown in this paper, the 3D trilateration conducted on eight control points represents a good trade-off between the work effort to be performed underwater and the obtainment of accurate data [90]. However, depending on the size of the area, more control points may be necessary to improve the reliability and accuracy of the resulting mapping products. Similarly, to improve the redundancy and control in the 3D trilateration technique, it is recommended to use the reinforced square protocols when extending the network [91].

The integration between the point cloud and high-resolution multibeam data, as evidenced by the RMSE values for the Capo Feto site, enables a more accurate planimetric/altimetric scaling of the dense point cloud since the multibeam surveys are carried out using differential correction positioning systems (RTK–PPK) and the Z-altitude values are corrected with the tidal data by local tide gauge stations.

Trilateration, as indicated in the Capo Feto survey, results in lower accuracy, especially at the altimetric level (RMSE 0.11). This is due to the lower precision and accuracy of the depth measurements obtained from the underwater dive computers, whose estimated error is approximately 10 cm [53].

The depths of the control points can be calculated by surveyors using a professional underwater pressure sensor, to be calibrated according to in situ temperature, salinity, and water density [49,53], and subsequently inserted in the processing phase of the photogrammetric data.

In trilateration, the measurement of distances between GCPs with the aid of a metric cable has limitations during underwater survey activities. So, to limit the diving time of the diving operators, it would be useful to have control bars with known measurements in the survey area, which can be used to measure distances between GCPs via software.

However, an effective solution for improving the accuracy of GCPs over large areas is to use a GNSS–RTK technique on permanent targets. These should be installed and used at mapping and monitoring sites to achieve multi-temporal detection of changes at the centimeter scale and on annual to decadal scales [92,93].

Light conditions can compromise image quality and survey, depending on the depth of the survey and the presence of soot and turbidity [64]. In the presence of such problems, image enhancement algorithms (e.g., the ACE algorithm) can be a valuable tool for recovering image quality and improving the intelligibility of the orthomosaic and the LAS point cloud [31,94].

The classification of the orthomosaic, carried out using the Object-Based Image Analysis (OBIA) approach with the machine learning algorithm (KNN), represents a valid technique to extrapolate information on the coverage and distribution of the *P. oceanica* meadows subjected to restoration action and to estimate over time the increase in the area colonized.

Object-based classification (OBIA) using machine learning algorithms, as represented in [14,95], can properly extract the main features from orthomosaics or point cloud data.
Considering that the images can have GSD values between 0.3 cm/pixel and 2.2 cm/pixel, this information is useful to correctly determine the surface and the cover and to evaluate the expansion and regression rate of *P. oceanica* under restoration.

**Figure 16.** Bathymetric profile along the transect (AB) shows: (a) Co-registration of photogrammetric data from high-resolution (5 cm) multibeam bathymetry. (b) Very high-resolution DEM from point cloud. (c) RGB dense point cloud track line. (d) Bathymetric profile along the transect (AB) shows a comparison between the canopy height from photogrammetry and the DEM from high-resolution multibeam bathymetry. (e) Multibeam backscatter intensity map. The yellow dotted line indicates the area covered by the photogrammetric survey. (P: *P. oceanica*, S: sand).
The dense point cloud and the orthomosaics [88], obtained from the underwater photogrammetric survey, can also be used for computing ecological indices, such as the Conservation Index [96,97] and the Habitat Structure Index [98], to assess the conservation status of *Posidonia oceanica* meadows.

Finally, the 3D analysis of the dense point cloud performed with the software Cloud Compare allows the determination of the height of the leaf canopy and the volume and evaluation of its growth over time. This parameter is therefore a new application approach that can be used in the future for estimating the trajectory of changes in transplanted meadows and associated stocks of carbon dioxide (CO$_2$) [99–101].

The height of the canopy makes it possible to evaluate the foliar biomass of *Posidonia oceanica*, from which it is possible to evaluate the annual capacity of carbon fixation and therefore of sequestration (it would be necessary to apply the inter-calibration in different sites where values of canopy height, biomass, and CO$_2$ fixation are available). This would make it possible to improve the assessment of the carbon fixation capacity of seagrass beds at many sites.

5. Conclusions

Traditional remote sensing technologies (MSI, MBES, and LIDAR) cannot provide ultra-fine-scale measurements of structural metrics such as seagrass distribution and abundance. They have either a very low spatial resolution or can be used only to map extensive areas in shallow waters.

To efficiently monitor the status of seagrass transplantation sites, ultra–very high-resolution and accurate mapping technologies must be adopted if the scope is to capture their microevolution in the short to long term. The high-resolution data that can be obtained through underwater photogrammetry, as demonstrated in this study, facilitate high-resolution data collection and offer a potential solution for improving field monitoring activities, including short- and long-term monitoring of *P. oceanica* meadow restoration activities at both the microscales and mesoscales.

Photogrammetric survey technologies offer tools to acquire and return information in accurate ways. The case studies here presented show the advantages of some techniques in obtaining the georeferencing of point clouds, DEMs, and orthomosaics and in the restitution of decimetric scale models. Compared to these advantages, however, one must consider the total time required for data processing, which depends on the resolution, quality, and number of images acquired. Photogrammetry requires a significant amount of computing power to generate high-resolution products for areas extending to several hundred square kilometers and is, therefore, practicable for limited areas.

Due to this limitation, along with other problems, such as reliable colour reproduction, only photogrammetric mapping of small marine areas is currently feasible. The use of Structure from Motion demonstrates the usefulness of this technology for expeditious surveys, on the one hand, because of the high accuracy of restitution, and, on the other hand, because it fits well into the context of multi-temporal monitoring of *P. oceanica* restoration sites.

The three-dimensional mapping procedures described, based on a combination of photogrammetry models and acoustic surveys, allow for accurate cartographic restitution in terms of ultra–high resolution and geospatial positioning and identification of objects and targets on the bottom.

To date, no remote sensing methodology has come close in terms of spatial resolution to the processing obtained through underwater photogrammetry. Additionally, this study technique for monitoring the seafloor and its benthic habitats can also be effectively used for other applied studies of marine geology and engineering for geo-hazard assessments and off-shore infrastructures.

Using the methodological approach described in this manuscript, it will be possible to accurately monitor seagrass restoration actions by contextualizing them in the three cartographic dimensions.
Therefore, we believe that habitat restoration interventions should be monitored and mapped with similar representations that irrefutably certify the intervention conducted so that anyone (scientists, technicians, etc.) can verify its presence, conservation status, and evolution, otherwise the efforts made so far to evaluate the success of global restoration actions could be in vain.
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