Article

Comparison of Methods for Filling Daily and Monthly Rainfall Missing Data: Statistical Models or Imputation of Satellite Retrievals?

Luíza Virginia Duarte 1,*, Klebber Teodomiro Martins Formiga 2 and Veber Afonse Figueiredo Costa 1

1 Environmental, Sanitation and Water Resources Postgraduate Program—SMARH, School of Engineering, Federal University of Minas Gerais, Belo Horizonte CEP 31270-901, MG, Brazil
2 Environmental and Sanitary Engineering Postgraduate Program–PPGEAS, School of Civil and Environment Engineering, Federal University of Goias, Goiania CEP 74605-220, GO, Brazil
* Correspondence: luizavirginiauduarte@gmail.com

Abstract: Accurate estimation of precipitation patterns is essential for the modeling of hydrological systems and for the planning and management of water resources. However, rainfall time series, as obtained from traditional rain gauges, are frequently corrupted by missing values that might hinder frequency analysis, hydrological and environmental modeling, and meteorological drought monitoring. In this paper, we evaluated three techniques for filling missing values at daily and monthly time scales, namely, simple linear regression, multiple linear regression, and the direct imputation of satellite retrievals from the Global Precipitation Measurement (GPM) mission, in rainfall gauging stations located in the Brazilian midwestern region. Our results indicated that, despite the relatively low predictive skills of the models at the daily scale, the satellite retrievals provided moderately more accurate estimates, with better representations of the temporal dynamics of the dry and wet states and of the largest observed rainfall events in most testing sites in comparison to the statistical models. At the monthly scale, the performance of the three methods was similar, but the regression-based models were unable to reproduce the seasonal characteristics of the precipitation records, which, at least to some extent, were circumvented by the satellite products. As such, the satellite retrievals might comprise a useful alternative for dealing with missing values in rainfall time series, especially in those regions with complex spatial precipitation patterns.
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1. Introduction

Precipitation is one of the main elements of the global water and energy cycles, which regulates climate systems [1], and controls the availability of surface water and the recharge conditions in both time and space. Such a variable is a key component of the water budget in a given region and exerts a direct influence on its ecological and economic dynamics [2]. Therefore, accurate estimation and monitoring of precipitation patterns are essential for the modeling of hydrological systems, as well as for the planning and management of water resources in various sectors of society [3], such as human supply, hydropower generation, agriculture, land-use planning, and drought management and mitigation [4].

Rainfall data is traditionally obtained from rainfall gauges (i.e., pointwise). These instruments are considered the reference data source for precipitation observations as they provide direct measurements of precipitation at a given site [5]. However, even when information with fine-time resolution is available, rain gauges may not capture the spatial variability of precipitation fields in large areas or in regions with a complex topography [5–7]. Moreover, equipment malfunctions or human errors frequently affect recording procedures, which may entail unreliable estimates of variables indirectly obtained from hydrological and environmental models [8]. Finally, limitations still persist with
respect to the density of the gauging network and the periods of record of the available gauges, which may hinder the proper characterization of the rainfall stochastic process at the locations of interest [9,10].

Another issue frequently verified in ground-based rainfall time series is the existence of missing values, i.e., points in time in which no measurement is performed. Missing data in rainfall time series may also strongly affect statistical analysis, both with respect to the probabilities of wet and dry states of the process and to the description of its extremes [11]. In effect, the existence of missing values during wet spells (at shorter time scales) might conceal the largest rainfall amounts during a given time window (e.g., a water year). This may entail the loss of useful information for describing the decay of the upper tails of the parent or the block-maxima distributions of precipitation volumes for a given duration and increase the effects of sampling errors in parameter and quantile estimates. On the other hand, long periods of missing data during dry seasons (or larger time scales) may affect meteorological drought assessment, regarding the mean and maximum duration and severity of extreme events [12]. In a more general context, missing values may compromise the reliability of stochastic simulations of the rainfall process (e.g., [11,13]), as well as rainfall–runoff modeling expedients. Thus, pre-processing of the raw data set for filling missing values in the rainfall time series is a frequently required in hydrological studies [14].

Methods for filling missing rainfall values are designed for constructing complete data sets by imputing model-based rainfall estimates to the corrupted time series. The most common techniques for this purpose are the regional weighting method, linear regression models, and regional vectors [15]. Additionally, the gauge mean estimator [16], the inverse distance weighting method [17], and ordinary Kriging [18–20] have been increasingly used because of their simplicity and ease of application. Although very distinct in their mathematical formalism, these methods are based on a similar rationale: information recorded at nearby sites is utilized for estimating the missing values at the target location by means of an “averaging” process. However, according to [21], due to the marked spatial variability and intermittence of the rainfall process at fine time scales, such approaches are more recommended for filling monthly and annual rainfall amounts; the aggregation process smooths out the higher-resolution time series, which attenuates the effects of small timescale extremes and dry spells and might strongly reduce estimation errors [11]. On the other hand, daily and sub-daily precipitation information are basic inputs for hydrological models and rainfall frequency analysis, but, in general, models for filling missing values at such small timescales are scarce and affected by low predictive abilities due to the high levels of variability of the process [22,23].

As a means of tackling this problem, it is usual to discard those years (or other time windows) in which missing values occur. This, however, might result in very short samples or hinder the proper description of the upper tail of the random variable distribution [24]. Alternatively, one might resort to regression-based techniques for estimating the missing values when the modeling errors are acceptable, but this is an unusual situation for daily data. Previous research has discussed the use of multiple linear regression [25], simple substitution [14], the Theil method [26], and machine-learning algorithms [27,28] for this purpose, but the effectiveness of these methods is still inherently dependent on the ability of the gauging network to reproduce the observed rainfall fields, particularly those with complex spatial patterns, and the more extreme events. As a result, the filling of missing rainfall data at the daily (or shorter timescale) remains an open research field [24,29].

In recent years, the use of precipitation estimates retrieved from remote-sensing data sources, such as satellites, has gained popularity among researchers and practitioners around the world, especially in regions with poor density gauging [30]. In fact, satellites provide products with high sampling frequencies, improved spatial resolution at large catchments or regions, not corrupted by missing data, and with low costs for the end-users [31]. On the other hand, due to the limitations of the retrieval algorithms, satellite estimates are frequently biased, even after time-averaging [32], which might hinder their utilization without pre-processing or bias correction [33]. Yet, the levels of bias may
considerably vary for distinct intervals of rainfall amounts (e.g., [34]) and, at least for some ranges, the satellite retrievals may reasonably agree with ground-based information. This fact has prompted the research question as to whether utilizing satellite rainfall estimates for filling missing data in rainfall gauging stations enclosed by a satellite pixel comprises a more effective and accurate alternative than using data from nearby sites.

Recent papers have addressed this rationale for filling missing rainfall values at large time scales, such as monthly or the seasonal ones [35–37]. However, to the best of our knowledge, the use of satellite retrieval for filling daily rainfall data has not been fully explored in the literature. To address this potential research gap, the main objective of this study is assessing the feasibility of direct imputation of remote sensing data provided by Global Precipitation Measurement (GPM) satellites, via the Integrated Multi-satellite Retrievals for GPM (IMERG) algorithm, for filling the missing data in rain gauges. For this, we evaluated whether this framework yielded better results, at daily and monthly time scales, as compared to traditional regression-based methods, namely, multiple linear regression (MLR) with fixed “donor” sites, and simple linear regression (SLR), which utilizes a single “donor” site that may otherwise vary due to information availability in nearby stations, in a collection of rain gauges in the midwestern Brazilian region. The remainder of the paper is organized as follows. Section 2 presents material and methods, with a brief description of the study area and the data, as well as the methods utilized for filling missing values in precipitation time series and for performance assessment. Section 3 comprises the main results and discussion with respect to previous research. Finally, in Section 4, conclusions and research developments are addressed.

2. Material and Methods

2.1. Study Area and Rainfall Data

The study area encompassed the central and southern portions of the state of Goiás, in the Brazilian midwestern region (Figure 1). The study region is characterized by tropical savanna climate, with a dry season spanning from April to September and a wet season between October and March. Temperatures range from 17 °C to 31 °C, whilst the mean annual rainfall amounts vary from 1100 to 1800 mm. As for topography, important altimetric variations are observed, particularly in the northeastern portion of the study area, and the relief can be characterized from smooth to wavy [38].

Daily rainfall data were retrieved from 50 gauging stations operated by the Brazilian Agency of Water and Sanitation (ANA) (Table 1). These stations, which comprised periods of record of at least 30 years, are located in the southeastern region of the state of Goiás (Figure 1). A simplified data quality check was performed for excluding those years with more than 20% of missing data (which indirectly defined the periods of record utilized in the calibration of the models) and those with mean annual rainfall lower than 1000 mm and larger than 2500 mm, which were deemed unreasonable in the study area on the basis of previous research [38].
For assessing the predictive abilities of the regression-based models for filling daily missing data, 6 gauging stations were randomly selected from the ensemble as testing sites (Figure 1). Next, a complete water year of data, spanning from 1 September 2016 to 31 August 2017, was discarded, and the corresponding estimates were obtained with the MLR and the SLR models, as explained in Section 2.3, and imputed in the original time series. We note that this water year was selected for analyses because, along the interval in which the ground-based information overlapped the IMERG-GPM product (i.e., from 2014 onwards), this was the only period in which no missing data were verified at the “donor” sites utilized for both simple and multiple linear regression. A similar reasoning was utilized for the monthly time scale. We note, however, that the neighbor gauging stations utilized as “donor” sites may be different for these distinct time scales.

### 2.2. Data from the Global Precipitation Measurement Satellites

By means of the IMERG algorithm, the GPM mission combines data from all passive microwave instruments in the GPM satellite constellation to provide precipitation estimates, which are then merged and interpolated with estimates from calibrated infrared observations and other potential sensors at a spatial resolution of 0.1° × 0.1° and temporal resolution of 30 min across the globe [39].

In this study, the satellite retrievals were obtained from the NASA EarthData website in HDF5 format, and then converted to TIFF format using ArcGIS 10.1. Then, the precipitation data—estimated in mm/h every 30 min, for each pixel enclosing the rainfall-gauging stations under study—were extracted. Finally, the data were aggregated to the daily time scale, using the interval from 7:00 am of one day until 6:59 am of the next day as a reference for matching the measurement interval of the gauges.

### 2.3. Filling of Missing Data

Traditional techniques for filling missing values in the precipitation time series, whether on annual, monthly, or daily time scales, are mainly based on spatial
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**Figure 1.** Study area and location rainfall gauging stations utilized in this study.

**Table 1.** Rainfall gauging stations utilized in the study.

<table>
<thead>
<tr>
<th>ANA Code</th>
<th>Station</th>
<th>Longitude</th>
<th>Latitude</th>
<th>Altitude (m)</th>
<th>Mean Annual Rainfall (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1548003</td>
<td>Pirenópolis</td>
<td>−48.966</td>
<td>−15.855</td>
<td>768</td>
</tr>
<tr>
<td>2</td>
<td>1648001</td>
<td>Ponte Alta Anápolis</td>
<td>−48.6</td>
<td>−16.143</td>
<td>883</td>
</tr>
<tr>
<td>3</td>
<td>1649000</td>
<td>Anicuns</td>
<td>−49.943</td>
<td>−16.465</td>
<td>657</td>
</tr>
<tr>
<td>4</td>
<td>1649001</td>
<td>Aragoiânia</td>
<td>−49.452</td>
<td>−16.912</td>
<td>878</td>
</tr>
<tr>
<td>5</td>
<td>1649004</td>
<td>Goianâpolis</td>
<td>−49.02</td>
<td>−16.516</td>
<td>1007</td>
</tr>
<tr>
<td>6</td>
<td>1649006</td>
<td>Inhumas</td>
<td>−49.495</td>
<td>−16.347</td>
<td>746</td>
</tr>
<tr>
<td>7</td>
<td>1649009</td>
<td>Ouro Verde de Goiás</td>
<td>−49.198</td>
<td>−16.219</td>
<td>1077</td>
</tr>
<tr>
<td>8</td>
<td>1649010</td>
<td>Palmeiras de Goiás</td>
<td>−49.929</td>
<td>−16.803</td>
<td>605</td>
</tr>
<tr>
<td>9</td>
<td>1649012</td>
<td>Trindade</td>
<td>−49.488</td>
<td>−16.661</td>
<td>781</td>
</tr>
<tr>
<td>10</td>
<td>1650000</td>
<td>Cachoeira de Goiás</td>
<td>−50.649</td>
<td>−16.669</td>
<td>763</td>
</tr>
<tr>
<td>11</td>
<td>1650001</td>
<td>Córrego do Ouro</td>
<td>−50.557</td>
<td>−16.298</td>
<td>565</td>
</tr>
<tr>
<td>12</td>
<td>1650002</td>
<td>Israélândia</td>
<td>−50.906</td>
<td>−16.316</td>
<td>411</td>
</tr>
<tr>
<td>13</td>
<td>1650003</td>
<td>Turvania</td>
<td>−50.133</td>
<td>−16.609</td>
<td>637</td>
</tr>
<tr>
<td>14</td>
<td>1651000</td>
<td>Caiparé</td>
<td>−51.799</td>
<td>−16.95</td>
<td>700</td>
</tr>
<tr>
<td>15</td>
<td>1651001</td>
<td>Iporã</td>
<td>−51.083</td>
<td>−16.428</td>
<td>605</td>
</tr>
<tr>
<td>16</td>
<td>1748004</td>
<td>Marzagão</td>
<td>−48.683</td>
<td>−17.983</td>
<td>812</td>
</tr>
<tr>
<td>17</td>
<td>1749000</td>
<td>Edéia (Alegrete)</td>
<td>−49.93</td>
<td>−17.341</td>
<td>590</td>
</tr>
<tr>
<td>18</td>
<td>1749001</td>
<td>Fazenda Boa Vista</td>
<td>−49.691</td>
<td>−17.106</td>
<td>550</td>
</tr>
<tr>
<td>19</td>
<td>1749002</td>
<td>Joviana</td>
<td>−49.626</td>
<td>−17.809</td>
<td>845</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>ANA Code</th>
<th>Station</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Altitude (m)</th>
<th>Mean Annual Rainfall (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Morrinhos</td>
<td>−49.115</td>
<td>−17.733</td>
<td>808</td>
<td>1423</td>
</tr>
<tr>
<td>21</td>
<td>Pontalina</td>
<td>−49.442</td>
<td>−17.517</td>
<td>650</td>
<td>1401</td>
</tr>
<tr>
<td>22</td>
<td>Piracanjuba</td>
<td>−49.027</td>
<td>−17.289</td>
<td>779</td>
<td>1789</td>
</tr>
<tr>
<td>23</td>
<td>Crominia</td>
<td>−49.383</td>
<td>−17.285</td>
<td>694</td>
<td>1397</td>
</tr>
<tr>
<td>24</td>
<td>Barra do Monjolo</td>
<td>−50.181</td>
<td>−17.732</td>
<td>458</td>
<td>1401</td>
</tr>
<tr>
<td>25</td>
<td>Fazenda Nova do Turvo</td>
<td>−50.682</td>
<td>−17.325</td>
<td>551</td>
<td>1325</td>
</tr>
<tr>
<td>26</td>
<td>Fazenda Paraíso</td>
<td>−50.774</td>
<td>−17.466</td>
<td>643</td>
<td>1359</td>
</tr>
<tr>
<td>27</td>
<td>Rio Verde Bridge</td>
<td>−50.447</td>
<td>−16.949</td>
<td>684</td>
<td>1467</td>
</tr>
<tr>
<td>28</td>
<td>Ponte Rodagem</td>
<td>−51.397</td>
<td>−17.856</td>
<td>751</td>
<td>1460</td>
</tr>
<tr>
<td>29</td>
<td>Fazenda Paraíso</td>
<td>−51.892</td>
<td>−17.695</td>
<td>726</td>
<td>1503</td>
</tr>
<tr>
<td>30</td>
<td>Fazenda Cachoeira</td>
<td>−51.077</td>
<td>−17.365</td>
<td>734</td>
<td>1426</td>
</tr>
<tr>
<td>31</td>
<td>Bom Jardim</td>
<td>−52.17</td>
<td>−17.718</td>
<td>894</td>
<td>1520</td>
</tr>
<tr>
<td>32</td>
<td>Monte Alegre de Minas</td>
<td>−48.869</td>
<td>−18.872</td>
<td>732</td>
<td>1441</td>
</tr>
<tr>
<td>33</td>
<td>Fazenda Cachoeira</td>
<td>−48.782</td>
<td>−18.698</td>
<td>742</td>
<td>1279</td>
</tr>
<tr>
<td>34</td>
<td>Tupaciguara</td>
<td>−48.691</td>
<td>−18.601</td>
<td>904</td>
<td>1446</td>
</tr>
<tr>
<td>35</td>
<td>Corumbá</td>
<td>−48.859</td>
<td>−18.243</td>
<td>559</td>
<td>1102</td>
</tr>
<tr>
<td>36</td>
<td>Brilhante</td>
<td>−48.903</td>
<td>−18.492</td>
<td>795</td>
<td>1469</td>
</tr>
<tr>
<td>37</td>
<td>Xapetuba</td>
<td>−48.584</td>
<td>−18.863</td>
<td>878</td>
<td>1434</td>
</tr>
<tr>
<td>38</td>
<td>Ituiutaba</td>
<td>−49.463</td>
<td>−18.941</td>
<td>498</td>
<td>1366</td>
</tr>
<tr>
<td>39</td>
<td>Ipiaçu</td>
<td>−49.949</td>
<td>−18.692</td>
<td>444</td>
<td>1397</td>
</tr>
<tr>
<td>40</td>
<td>Avantiguará</td>
<td>−49.07</td>
<td>−18.772</td>
<td>794</td>
<td>1410</td>
</tr>
<tr>
<td>41</td>
<td>Ponte Meia Ponte</td>
<td>−49.611</td>
<td>−18.339</td>
<td>483</td>
<td>1410</td>
</tr>
<tr>
<td>42</td>
<td>Fazenda Aliança</td>
<td>−50.031</td>
<td>−18.105</td>
<td>451</td>
<td>1449</td>
</tr>
<tr>
<td>43</td>
<td>Quirinópolis</td>
<td>−50.522</td>
<td>−18.501</td>
<td>443</td>
<td>1387</td>
</tr>
<tr>
<td>44</td>
<td>Maurilandia</td>
<td>−50.337</td>
<td>−17.98</td>
<td>479</td>
<td>1364</td>
</tr>
<tr>
<td>45</td>
<td>Campo Alegre</td>
<td>−51.094</td>
<td>−18.518</td>
<td>569</td>
<td>1698</td>
</tr>
<tr>
<td>46</td>
<td>Pombal</td>
<td>−51.497</td>
<td>−18.093</td>
<td>651</td>
<td>1598</td>
</tr>
<tr>
<td>47</td>
<td>Gurinhata</td>
<td>−49.788</td>
<td>−19.213</td>
<td>527</td>
<td>1350</td>
</tr>
<tr>
<td>48</td>
<td>Ponte do Prata</td>
<td>−49.697</td>
<td>−19.035</td>
<td>455</td>
<td>1418</td>
</tr>
</tbody>
</table>

For assessing the predictive abilities of the regression-based models for filling daily missing data, 6 gauging stations were randomly selected from the ensemble as testing sites (Figure 1). Next, a complete water year of data, spanning from 1 September 2016 to 31 August 2017, was discarded, and the corresponding estimates were obtained with the MLR and the SLR models, as explained in Section 2.3, and imputed in the original time series. We note that this water year was selected for analyses because, along the interval in which the ground-based information overlapped the IMERG-GPM product (i.e., from 2014 onwards), this was the only period in which no missing data were verified at the “donor” sites utilized for both simple and multiple linear regression. A similar reasoning was utilized for the monthly time scale. We note, however, that the neighbor gauging stations utilized as “donor” sites may be different for these distinct time scales.

2.2. Data from the Global Precipitation Measurement Satellites

By means of the IMERG algorithm, the GPM mission combines data from all passive microwave instruments in the GPM satellite constellation to provide precipitation estimates, which are then merged and interpolated with estimates from calibrated infrared observations and other potential sensors at a spatial resolution of 0.1° × 0.1° and temporal resolution of 30 min across the globe [39].

In this study, the satellite retrievals were obtained from the NASA EarthData website in HDF5 format, and then converted to TIFF format using ArcGis 10.1. Then, the precipitation data—estimated in mm/h every 30 min, for each pixel enclosing the rainfall-gauging
stations under study—were extracted. Finally, the data were aggregated to the daily time scale, using the interval from 7:00 am of one day until 6:59 am of the next day as a reference for matching the measurement interval of the gauges.

2.3. Filling of Missing Data

Traditional techniques for filling missing values in the precipitation time series, whether on annual, monthly, or daily time scales, are mainly based on spatial interpolation (i.e., the values to be imputed at the target site are calculated using synchronous observations from one or more neighbor stations) [24]. The following subsections describe two statistical methods, namely, multiple linear regression with fixed “donor” sites (MLR) and simple linear regression with variable “donor” sites (SLR). Then, the approach for imputing satellite retrievals is discussed.

2.3.1. Multiple Linear Regression (MLR) with Fixed “Donor” Sites

The MLR method for filling missing values, as proposed by Tabony (1983) [40], utilizes data from nearby sites as explanatory variables in the regression equation. Formally, for applying the MLR model, one must use at least two independent variables (“donor” sites). The rainfall amount to be estimated at the target site (dependent variable) is then related to \( N \) independent variables, as expressed in Equation (1):

\[
Y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_N x_N
\]

in which \( Y \) is the estimated value for the dependent variable; \( \beta_0 \) is the intercept; \( \beta_1, \beta_2, \ldots, \beta_N \) are regression coefficients; and \( x_1, x_2, \ldots, x_N \) are the rainfall amounts at the “donor” sites (recorded simultaneously to the dependent variables in the calibration dataset). Parameters \( \beta_0, \beta_1, \beta_2, \ldots, \beta_N \) were estimated by means of the least squares method.

For avoiding overfitting, only those “donor” stations with significant linear relationship with the target sites (according to partial F tests at the 5% significance level) are included in the regression equations. Hence, for each target site, model identification proceeds as follows:

- At least a pair of neighbor stations (with the highest levels of linear correlation), which do not have missing values along the period to be filled at the target site, is selected for composing the regression model. We restrict our attention to those “donor” stations located within a radius of 100 km of the target site for, at least to some extent, preserving similar climate conditions. More distant gauging stations (at most 150 km) are considered only in those cases in which the aforementioned criteria are not met;
- Other gauging stations are sequentially included in the model according to the linear correlation level with the target site. Then, partial F tests, at the 5% significance level, are performed for assessing whether the inclusion of a given station improves the predictive abilities of the regression model [41].
- The procedure is repeated until the inclusion of any of the remaining gauging stations does not significantly improve the models.

We note that the multiple regression equation allows for the inclusion of an intercept (or bias term), which enables the translation of the regression hyperplane towards the equality counterpart. In other words, systematic trends of under/overestimation of the MLR equation may be, at least to some extent, corrected by the model. However, the bias term, yet small, may prevent the simulation of null rainfall amounts in the target sites. Moreover, since no missing data are allowed in the “donor” sites during the period in which rainfall amounts are to be estimated at the target station, the most linearly correlated sites may not be included in the MRL equation. All steps for deriving the MLR equations are performed in RStudio interface of the R software. The “donor” stations for the previously selected target sites are depicted in Figure 2, for the daily time scale, and Figure 3, for the monthly counterpart.
2.3.2. Simple Linear Regression (SLR) with Variable “Donor” Sites

Here, we resort to the framework described in the “hyfo” R package for estimating missing rainfall amounts from a single (yet variable) “donor” site. In short, the procedure for filling missing data, at daily, monthly, and annual time scales, is as follows. First, the Pearson correlation coefficient between the rainfall time series at the target site and each of the “donor” stations is computed (excluding the sample points with missing data). Next,
the “donor” stations are ranked on the basis of the levels of linear correlation. Then, simple regression models, without the bias terms for allowing the simulation of null values, are identified for each pair of target and “donor” stations, according to Equation (2)

\[ Y = \beta x \]  

(2)
in which \( \beta \) is the regression coefficient and \( x \) is the rainfall amount at a given “donor” site. Finally, the missing values at the target site are estimated from the linear model derived for the gauging station with the highest value of the Pearson correlation coefficient and available data. This is simpler yet more flexible than the MRL approach; since the requirements of data availability in all gauges during the period of missing data at the target site are relaxed whenever the best “donor” station has a missing value, the next best gauging station may provide the predictor for the linear model. However, as per the original implementation of the R package, intercepts, which may remove systematic bias from the model estimates (i.e., offsets from the 1:1 line), are not included in the regression equation. Hence, model performance is inherently dependent on the level of linear correlation between the target and the selected “donor” station. Yet, the SLR models might provide a useful benchmark for comparing the performances of the MLR models and the imputation of satellite retrievals.

2.3.3. Imputation of Satellite Retrievals

In this approach, we utilize the satellite retrievals from the pixel that encloses each of the target sites, as obtained from the IMERG-GPM product, for direct imputation, at both daily and monthly time scales. We note that such an expedient, albeit simple, has been disputed in the literature since it requires the downscaling of spatial-averaged precipitation in relatively large pixels to a point (i.e., the rainfall gauge) [42]. Moreover, satellite estimates are acknowledged biased, and the level of bias might be affected by long-term climate characteristics, seasonality, and topography [43,44]. However, since bias correction on the daily time scale is usually ineffective along the entire range of precipitation amounts [33], and defining appropriate intervals for removing bias from rainfall estimates is not straightforward, we rely on the raw satellite data for filling missing values; at least for some ranges, the satellite estimate may closely resemble ground-based information. A potential advantage of this rationale is that it might make filling missing data easier for practitioners.

2.4. Comparison of Methods

For assessing the performances of the different methods utilized for filling missing values in daily and monthly precipitation time series, the following metrics are used:

- Mean Absolute Error (MAE)

The MAE represents the average amplitude of the absolute error. It is represented by Equation (3):

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |E_i - O_i| \]  

(3)

- Root Mean Square Error (RMSE)

The RMSE measures the amplitude of the average squared error; hence, it more strongly penalizes larger errors than MAE, which is useful for assessing whether the lack of fit is restricted to highest order statistics or the entire range of rainfall amounts. It is represented by Equation (4):

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_i - O_i)^2} \]  

(4)

- Percent Bias (PBias)
The percent bias is used to assess systematic errors. It can quantify tendencies of underestimation and overestimation of the estimated values with respect to the observations, as represented by Equation (5):

\[ \text{PBias} = \frac{\sum_{i=1}^{n} (E_i - O_i)}{\sum_{i=1}^{n} O_i} \times 100 \]  

(5)

- Correlation Coefficient (CC)

The correlation coefficient reflects the degree of linear correlation between estimated and observed values, as represented by Equation (6):

\[ \text{CC} = \frac{\sum_{i=1}^{n} (O_i - \bar{O})(E_i - \bar{E})}{\sqrt{\sum_{i=1}^{n} (O_i - \bar{O})^2 \cdot \sum_{i=1}^{n} (E_i - \bar{E})^2}} \]  

(6)

In Equations (3)–(6), \( n \) is the number of days, months, or years of imputed values, \( O_i \) are the observed values, and \( E_i \) are the values estimated by the method for filling missing values.

3. Results and Discussion

3.1. Daily Estimates

Table 2 presents performance assessment of the three methods for filling missing values, in the six testing sites, at the daily time scale (the method with better values for each metric is highlighted in bold). One may notice that, albeit all methods presented relatively low prediction skills, the direct imputation of the IMERG-GPM retrievals led to moderately more accurate results in most cases. In fact, the raw satellite data entailed higher values for the correlation coefficient (0.53, on average) and lower values of RMSE (9.7 mm, on average) in at least four target sites. Exceptions can be made in the Cachoeira de Goiás and the Campo Alegre gauging stations, in which direct imputation performed worse than the regression-based methods in terms of RMSE, and similarly to SLR with respect to the correlation coefficient. As a matter of fact, the GPM product considerably overestimated the observed annual rainfall (~317 mm) at the former site, which presented the second-lowest observed annual rainfall, but the highest differences with respect to the satellite retrievals, both with respect to the cumulative process and to the observed daily extremes. On the other hand, the satellite retrievals underestimated the rainfall amounts at the latter site (~217 mm), in which the highest annual precipitation and some of the largest rainfall amounts at the daily scale (>100 mm) were observed. We note that both sites are located in regions with weak topographic gradients, which should, at least to some extent, exclude the influence of terrain complexity in the relatively poor performance of the satellite product [33]. However, some influence of long-term climate conditions and of the variability of rainfall extremes [34,45] is apparently perceived in these sites.

Table 2. Performance indexes of the three methods for filling daily missing data at the target sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>CC</th>
<th>MAE (mm)</th>
<th>RMSE (mm)</th>
<th>PBias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLR</td>
<td>SLR</td>
<td>GPM</td>
<td>MLR</td>
</tr>
<tr>
<td>Cachoeira de Goiás</td>
<td>0.31</td>
<td>0.20</td>
<td>0.22</td>
<td>3.72</td>
</tr>
<tr>
<td>Campo Alegre</td>
<td>0.29</td>
<td>0.47</td>
<td>0.44</td>
<td>5.37</td>
</tr>
<tr>
<td>Córrego do Ouro</td>
<td>0.44</td>
<td>0.35</td>
<td>0.60</td>
<td>4.41</td>
</tr>
<tr>
<td>Crominia</td>
<td>0.49</td>
<td>0.40</td>
<td>0.62</td>
<td>4.27</td>
</tr>
<tr>
<td>Montividiu</td>
<td>0.39</td>
<td>0.43</td>
<td>0.60</td>
<td>3.59</td>
</tr>
<tr>
<td>Quirinópolis</td>
<td>0.46</td>
<td>0.42</td>
<td>0.72</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Note: Best methods for filling missing values are indicated in bold. CC, Correlation coefficient; MAE, mean absolute error; RMSE, root mean square error; MLR, multiple linear regression; SLR, simple linear regression; GPM, Global Precipitation Measurement method.
It is also worth noting that the GPM product performed similarly, in terms of MAE (4.1 mm, on average), to the MLR models (4.0 mm, on average). However, since the former presented lower values of RMSE, one may infer that larger rainfall amounts are more accurately reproduced by the satellite retrievals. As for PBias (4%, on average), two gauging stations, namely, Cachoeira de Goiás, and Montividiu, presented strong tendencies of overestimation, whereas the remaining gauges were less biased, with prevailing behavior towards negative values. As previously stated, the satellite product could not reproduce the observed rainfall in the Cachoeira de Goiás gauging station in overall terms, which may justify the large bias at this site. However, at the Montividiu gauging station, the other metrics indicated the best performance of the satellite retrievals among the evaluated methods. We note that the GPM product also overestimated the annual rainfall amounts in Montividiu but, in this case, the differences in daily extremes were not too marked. Hence, we believe that the positive bias may have stemmed from a large number of false alarms by the satellite product, i.e., relatively small rainfall amounts captured by the remote sensing equipment but not by the gauge.

Overall, the worst performance appears to be related to SLR, with stronger tendencies of underestimation (−55%, on average) and larger values of MAE (4.2 mm, on average) and RMSE (10.1 mm, on average) in virtually all testing sites. This might be ascribed to the low values of the regression coefficients \( \beta \), which spanned from about 0.20 to 0.5. This fact indicates that the estimates from the SLR equations would consistently lie above the equality line (when plotting the observed values in the y axis). Moreover, the models were able to simulate, at most, approximately half of the rainfall amounts recorded at the “donor” sites, which may justify the strong underestimation tendency observed at the target counterparts. Finally, the correlation levels were, in general, low for this method (0.38, on average), which may suggest that, in addition to underestimated rainfall amounts, the temporal dynamics of the observed precipitation were not properly captured by a single “donor” site – the usually complex spatial distribution of dry spells and extreme events, which may present strong distinctions from site to site on a given day, might effectively play a large role in the inaccurate estimates obtained with SLR at the target sites.

The MLR models, in turn, presented an intermediate performance among the other techniques. On the one hand, despite the lowest values of MAE among the three methods being evaluated, the predictive skills of the MLR equations, as indicated by the values of CC (0.40, on average), were, in general terms, only slightly better than the SLR counterparts. As with the SLR models, the values of the regression coefficients were typically low, ranging from approximately 0.10 to 0.35, which should again place most rainfall estimates above the 1:1 line (when plotting the observed values in the y axis). Moreover, the relatively low values of CC may indicate some disruption of the temporal dynamics of the observed rainfall. On the other hand, the MLR equations resulted in considerably lower levels of systematic bias (−1.17%, on average), although this might be a spurious effect of the rainfall estimates not being bounded from below by zero, but instead by the intercepts of the regression equations that ranged from approximately 1.5 mm to 2.8 mm. Finally, the values of RMSE were slightly larger than those obtained with the satellite retrievals, which indicates a poorer reproduction of the higher order statistics.

As a summary, we note that even the direct imputation has not entailed high levels of linear correlation, which may indicate that, at least to some extent, the downscaling procedure has disrupted the time evolution of dry and wet states along the observed time series, as well as introduced bias to rainfall estimates. Hence, a bias-correction procedure prior to imputation might be beneficial for practical purposes [36]. Furthermore, the results in Table 2 suggest that the increased complexity of the MLR models, with respect to the SLR counterparts, does not seem justified, as the inclusion of a larger number of predictors (i.e., “donor” sites) has not resulted in noticeable better performances of the former.

With respect to previous research related to the filling of daily missing data by means of statistical methods (e.g., [27,46–50]), our results have indicated slightly larger values of RMSE and MAE, but moderately lower values for CC, particularly for the MLR approach;
of course, the distinct climate conditions, which drive the alternation between wet and dry
states, as well as the occurrence of large rainfall amounts, may render this direct comparison
unfair across different geographic regions. On the other hand, one should note that, in
most studies, the filling procedures are applied to relatively shorter periods (i.e., less than
a full water year), or in more densely gauged areas, in which a better description of the
rainfall fields is possible. To some extent, these facts may justify the poorer performance of
the statistical models in our case study.

For further analyses, we have also plotted the observed and the estimated time series,
as derived from each method for filling missing values, for the testing sites (Figures 4–9).
One may notice from Figures 4–9 that, overall, the “dry state” conditions are poorly
represented by the MLR models (remember that the estimates are bounded from below by
the equations’ intercepts). In fact, the rainfall amounts estimated with the referred method
are, very frequently, much larger than the correspondent intercepts; only the lengthy dry
spells, towards the beginning and the end of the water year, were properly captured, as
no rainfall was recorded at the “donor” sites. This fact illustrates how the use of fixed
“donor” stations may impact the filling of missing values: the complex distribution of storm
patterns may induce the frequent imputation of rainfall amounts significantly larger than
the lower bounds even when only localized (yet not too small) events are recorded in the
vicinities of the target site by one of the “donor” stations. The outlined problem is largely
attenuated when the SLR models and the IMERG-GPM retrievals are used, although the
latter, to a much lesser extent, still fails in capturing dry spells during some periods of the
year. In this case, however, the area-averaged imputed values are closer to zero and the
mismatching is probably related to the false alarms from the satellite.

Figure 4. Direct comparisons between daily precipitation estimates and observed data for the period
from 1 September 2016 to 31 August 2016 at the Cachoeira de Goiás station. OBS, observed data;
MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation
Measurement method.
Figure 4. Direct comparisons between daily precipitation estimates and observed data for the period from 1 September 2016 to 31 August 2016 at the Cachoeira de Goiás station. OBS, observed data; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.

Another aspect worth noting in Figures 4–9 is that both MLR and SLR models are unable to reproduce the actual patterns of rainfall variability in the target sites. In fact, for most cases, the rainfall amounts appear to be bounded from above at approximately 20 mm and 30 mm for these methods, respectively. As a result, the largest rainfall events are not reproduced by the statistical models, which may justify the larger values of RMSE in most testing stations when such approaches are used for filling missing values. On the other hand, the IMERG-GPM product was able to describe larger rainfall amounts, albeit, due to the spatial averaging across the correspondent pixel; the most extreme events were consistently underestimated by satellite retrievals after downscaling [51]. This condition is more noticeable for the largest events recorded by the gauges, such as those in the Campo Alegre gauging station that exceeded about 70 mm.

Finally, it is clear from Figures 4–9 that the temporal dynamics of the largest observed events were best represented by the satellite retrievals and MLR models, whereas, for the SLR counterparts, some lag between observed and estimated rainfall amounts was verified for most cases. Obviously, this may be ascribed to the simplified rationale of SLR models—the timings of the best “donor” station may be different from that of the target site due to storms’ transit along the two gauges. However, for practical purposes, this mismatching may severely impact streamflow estimates derived from continuous rainfall–runoff models as it will affect the water partition among the model components and, accordingly, the rates of runoff production.
Figure 6. Direct comparisons between daily precipitation estimates and observed data for the period from 1 September 2016 to 31 August 2016 at the Córrego do Ouro station. OBS, observed data; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.

Figure 7. Direct comparison between daily precipitation estimates and observed data for the period from 1 September 2016 to 31 August 2016 at the Cromínia station. OBS, observed data; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.
Figure 8. Direct comparisons between daily precipitation estimates and observed data for the period from 1 September 2016 to 31 August 2016 at the Montividiu station. OBS, observed data; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.

Figure 9. Direct comparisons between daily precipitation estimates and observed data for the period from 1 September 2016 to 31 August 2016 at the Quirinópolis station. OBS, observed data; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.
3.2. Monthly Estimates

As previously stated, the aggregation of daily data to the monthly scale smooths out the effects of intermittence and rainfall extremes across large areas. As a result, lower levels of variability in the random field (i.e., in the fluctuations around the mean values of the process) are verified in the aggregated process [11] and the performance of statistical methods, with respect to direct imputation of the satellite retrievals, should improve. This conjecture is readily verified in Table 3, which shows the performance indexes of the three methods for filling monthly missing values in the six testing sites. In general, higher levels of linear correlation result at the monthly time scale for all methods. The values of CC were slightly higher for the direct imputation approach (0.90, on average), but, at least with respect to this metric, the MLR models performed just as well (0.89, on average). The GPM product also entailed lower values for MAE (34.6 mm, on average) and RMSE (48.2 mm), with moderate increases in these metrics for the MLR models (37.6 mm for MAE and 53.2 mm for RMSE), but noticeable distinctions for the SLR counterparts (45.3 mm for MAE and 66.7 mm for RMSE). Finally, the underestimation tendencies verified for the regression models, as materialized by the values of PBias, still persist, but to a much lesser extent as compared to the daily time scale (−7.9% for MLR models and −9.9% for SLR models; one should remember that the “donor” sites are different at the daily and the monthly time scales). As for the GPM product, the systematic error amount is again approximately 4% and is mainly driven by the large positive values of PBias in the Cachoeira de Goiás and the Montividiu gauging stations, as discussed in the previous section.

Table 3. Performance indexes of the three methods for filling monthly missing data at the target sites.

<table>
<thead>
<tr>
<th></th>
<th>CC</th>
<th>MAE (mm)</th>
<th>RMSE (mm)</th>
<th>PBias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLR</td>
<td>SLR</td>
<td>GPM</td>
<td>MLR</td>
</tr>
<tr>
<td>Cachoeira de Goiás</td>
<td>0.83</td>
<td>0.72</td>
<td>0.70</td>
<td>0.83</td>
</tr>
<tr>
<td>Campo Alegre</td>
<td>0.84</td>
<td>0.84</td>
<td>0.94</td>
<td>0.84</td>
</tr>
<tr>
<td>Corrêgo do Ouro</td>
<td>0.89</td>
<td>0.95</td>
<td>0.93</td>
<td>0.89</td>
</tr>
<tr>
<td>Cromínia</td>
<td>0.98</td>
<td>0.91</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Montividiu</td>
<td>0.93</td>
<td>0.78</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td>Quirinópolis</td>
<td>0.88</td>
<td>0.77</td>
<td>0.97</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Note: Best methods for filling missing values are indicated in bold. CC, Correlation coefficient; MAE, mean absolute error; RMSE, root mean square error; MLR, multiple linear regression method; SLR, simple linear regression; GPM, Global Precipitation Measurement method.

Figure 10 depicts the monthly rainfall time series, as obtained from the gauges and from the models. For ease of visualization, the monthly rainfall amounts are shown as continuous lines (although this representation is conceptually inappropriate). Some general remarks can be made from these plots. First, the MLR estimates are often “oversmoothed”, underestimating the rainfall amounts in the wet season and overestimating otherwise in the testing sites, with the exception of the months of July and August, in which no rainfall was recorded by both the target and the “donor” stations. On the other hand, the SLR estimates did not entail general patterns. In effect, they did provide a reasonable fit in the Montividiu gauging station, with some lack of fit between February and April, but failed to do so at the other target sites, mostly underestimating the recorded rainfall amounts during the dry season. This fact might suggest that the best “donors” for these stations present lower mean annual rainfall amounts or longer dry spells from February to August, as suggested by the relatively lower values of the correlation coefficient, and reinforces our conjecture that the SLR method is, at least for this case study, less effective for filling missing data over a broad range of time scales (day to month).
were obtained by [36], which again suggests that a bias correction procedure might improve rainfall estimation. 

4. Conclusions

As for the IMERG-GPM product, a tendency of overestimation was observed for most target sites, which is in agreement with the results of [34] for the study region. The seasonal patterns of the observed rainfall were, to some extent, captured in the Córrego do Ouro, the Quirinópolis, and the Montividiu gauging stations, but were grossly misrepresented in the Cachoeira de Goiás (such lack of fit was also observed for the daily time scale). Overall, none of the methods proved able to properly describe the time evolution of monthly rainfall during the water year of 2016–2017. Nonetheless, the goodness of fit assessment in Table 3 and the better agreement with the seasonal features of rainfall, mainly in terms month-to-month variability, as well as the principle of parsimony, seem to suggest that the direct imputation of satellite retrievals is also a more effective alternative for filling missing values in the monthly time scale in our study region.

As compared to previous research efforts at the monthly time scale (e.g., [37,52,53], and references therein), no marked distinctions were found in the performances of the regression-based models, particularly in terms of RMSE and CC, despite the differences in long-term climate conditions in the study regions. Of course, this may be ascribed to the smoother variations of the rainfall fields for the aggregated process, as well as to the smaller degrees of fluctuation around the correspondent mean values at a given site for large time scales [11]. We note, however, the reproduction of seasonal precipitation patterns, which is paramount for drought assessment, is not fully addressed by these studies, which may limit a broader comparison with respect to the overall performance of the regression models. On the other hand, as opposed to the daily time scale, the filling of monthly rainfall with remote-sensing data, after bias correction through a linear model, has been discussed in [36]. Similarly to our results, the referred study concluded that seasonal rainfall patterns are reasonably captured by the satellite retrievals. However, as the satellite estimates are corrected prior to imputation, lower values of RMSE and higher levels of linear correlation were obtained by [36], which again suggests that a bias correction procedure might improve rainfall estimation.
4. Conclusions

This paper discussed the use of statistical-based models and the direct imputation of retrievals from the IMERG-GPM product for filling missing rainfall data in gauging stations located in the Brazilian midwestern region, at daily and monthly time scales. For this, we derived multiple linear regression (MLR) models with fixed “donor” sites and simple linear regression (SLR) models with variable “donor” stations, depending on data availability on the best “donors”, and compared the performance of the three methods, through a set of metrics, by replacing the water year of 2016–2017 with the correspondent estimates.

At the daily time scale, the direct imputation of satellite retrievals provided more accurate results than the statistical-based methods, and described, in a more effective manner, the alternation of dry and wet states of rainfall along the period of evaluation. In effect, the regression models could not capture the spatial variability of complex rainfall fields, which disrupted empirical probability dry at the target sites, and were also unable to reproduce the largest rainfall amounts, being apparently bounded in the range 20–30 mm/day. In addition, at least for this case study, the use of more complex MLR models did not seem justified, as their performance in the goodness-of-fit assessment was similar to those of the more parsimonious SLR models. However, the satellite estimates were biased, mainly with respect to more extreme rainfall events, which might strongly impact frequency analysis expedients. As a result, the adoption of bias-correction procedures (e.g., Ma et al. (2021) [33]) prior to imputation might improve estimation of missing values; this is envisaged as our next research development. Moreover, since the performance of satellite products is inherently dependent on climate and topography [44,54], our results cannot be readily generalized to other regions, although we believe that, at least for time evolution of dry and wet states, remote-sensing data can provide more reliable predictions than the use of “donor” sites. This, however, still calls for further investigation and will be addressed in future work.

On the other hand, the aggregation of the process for deriving monthly data smoothed out the effects of local extremes and intermittence conditions and, as a result, the performance of the statistical-based methods, at least with respect to the metrics utilized in this study, is comparable to those obtained with the direct imputation of satellite retrievals. However, the seasonal precipitation patterns and the month-to-month variability of rainfall amounts were not properly described by the former. This problem is, at least to some extent, attenuated by using remote-sensing data, albeit the IMERG-GPM product could not perform well in all test sites. Moreover, strong tendencies of overestimation were verified in some of the test sites, which reinforces our conjecture that utilizing a bias-correction procedure might improve results, albeit more complex models would result in this case.

To sum up, our results suggest that the imputation of satellite retrievals for filling missing data at times scales ranging from day to month is a feasible alternative and might outperform well-established statistical methods when one is dealing with complex rainfall fields and marked seasonality in precipitation patterns. Of course, the satellite datasets did not span long periods of record, which would certainly limit their use, and more case studies, under a broader variety of climate and terrain complexity conditions, are necessary for providing more general conclusions. However, we believe that the proposed framework may comprise an appealing tool for researchers and practitioners for dealing with missing data in rainfall time series.
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