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Abstract: Water utilities face the challenge of reducing water losses by promptly detecting, localizing, and repairing leaks during their operational stage. To address this challenge, utilities are exploring alternative approaches to detect leaks with high accuracy in a timely manner, while minimizing environmental and economic consequences. This research proposes a two-stage model that relies on data analysis to predict leak incidents and their specific locations in water distribution networks (WDNs). By leveraging pressure and flow rate data collected from multiple points in the network, the model first calculates prediction errors in pressure heads. Subsequently, statistical measures applied to these error distributions are used to classify the occurrence and location of leaks. The suggested approach is both cost-effective and easily deployable. Through simulation-based case studies conducted on various benchmark networks, the efficacy of the proposed model is demonstrated. The results show that the model effectively predicts leak occurrences and their respective locations. However, it should be noted that as the network size increases, the model’s performance diminishes, resulting in reduced accuracy. Later, the accuracy of leak prediction has been evaluated by examining its sensitivity to varying numbers of sensors and different levels of noise.
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1. Introduction

Maintaining a network of pipes to supply water and remove wastewater can be challenging in an urban setting. One of the significant challenges faced by the water utilities lies in maintaining the pipe network infrastructure. Old and leaking pipes create a loss of valuable resources and give rise to health and hygiene issues. The economic angle to this problem is that the lost water fails to provide revenue to the utility. Non-revenue water (NRW) is a significant issue for water utilities in developing countries. A large portion of the water put into the distribution system is lost due to leakage and theft. Poor infrastructure maintenance leads to leakage, while inadequate metering and administrative setup lead to unauthorised consumption, resulting in NRW. For water pipelines, leakage reduces the available capacity for drinking and farming while the demand is already outstripping the supply, hurting many of the poorest people.

In Bangalore, India, Ref. [1] identified that as much as 48% of the water entering the distribution network in Bangalore is NRW. In absolute terms, around 590 million liters are lost per day. Though unauthorized access contributes to this loss, a significant part of this loss is also due to seepage and leaks in distribution mains and service pipes. Removing these leaks requires significant continuous investment and effort.

In developing urban centers, the water utility network can be vast, with heterogeneity in the pipes used and underground, making them difficult to monitor and maintain. For example, the water network in Bangalore is around 5600 km long. Parts of the piped network in the Bangalore central area may be more than 50 years old, with pipe dimensions...
ranging from 50 mm to 600 mm in diameter and materials used varying from cast iron, galvanized iron, and PVC.

Typically, a hydraulic model is used to model a single-phase flow in a water pipeline network. The hydraulic parameters—the water pressure and the water flow rate at different network locations—are computed following the energy and mass conservation equations. The hydraulic model also needs to consider the water network’s topological characteristics. However, there are challenges associated with developing an accurate hydraulic model for an operational urban water network. The primary challenges are (a) having accurate real-time information on the demand from different nodes of the network, (b) having sufficient information about the pipe characteristics for the entire network, and (c) a model that incorporates all the characteristics of the actual system might be challenging to build and operate.

We develop an interpretable machine-learning-based model that helps predict and localize leaks in a water network with a relatively small risk of false alarm. The proposed model uses the real-time pressure and flow measurements from a few sensors in the network to detect leaks and their locations. As the leak detection model does not require real-time demand information at each node, the exact topology of the pipeline network, and the characteristics of the pipes in the WDN, it makes the model useful for practical application. To produce a labeled dataset consisting of sensor flow and pressure readings, we need to create controlled leaks on the network’s links. Consequently, the model requires some knowledge about the network, specifically the locations of the links. The model is capable of detecting leaks solely for the links it has been trained on using this labeled dataset. We consider a water network with a few select nodes where pressure and flow readings are measured and relayed in real-time using assumed sensors location. The real-time data are then fed into a two-phase algorithm. The first phase involves learning the relationship between the flow rate and the difference in pressure heads for all possible pairs of nodes with sensors in the network. In the absence of the demand information, this relationship between observed pressure head difference and flow rates at any two nodes can only partially be learned. The residual error from the predictions made by the model for a pair, and the observed difference in the pressure head of the pair, carries some information. The second phase of the algorithm then learns, in a supervised manner, the occurrence of the leak (or unaccounted demand) and its location based on the statistical changes in the distribution of the above residual errors. Here, we demonstrate the model for three diverse hypothetical benchmark water distribution networks where the data are generated using the industry-certified hydraulic model EPANET.

A significant amount of research has been conducted on detecting leaks in water distribution networks using various machine learning approaches [2–5]. The key points, including the novelty and limitations, observed using the current two-stage methodology in comparison to previous work, are discussed below:

1 The model can learn to identify leaks in all the links of the network using only a limited number of pressure and flow sensors.
2 The leak localization is not too sensitive to noise in the sensor data. Therefore the approach can provide an efficient and cost-effective solution for leak localization.
3 With only a fraction of sensors (compared to the number of links in the network), the model is capable of localizing leaks with low sensitivity to the choice of sensor location.
4 The method is also successful in identifying leaks of various sizes.
5 The two-stage methodology, unlike many other machine learning models, is interpretable, and therefore, would be better suited from an operational view for the water utilities.

As a supervised learning model, it is necessary to create labeled datasets for flow and pressure readings that correspond to leaks in each link. This can be achieved by creating controlled leaks in each link. However, generating such a dataset can be a time-consuming process. This can be seen as a limitation of the model.
The paper is structured as follows. In Section 3, we describe the hydraulic model and introduce the notations used in the paper. We present in Section 4 the simulation model used in our implementation. In Section 5, we describe the application of methodology followed for the identification of leaks. Section 6 describes numerical experiments conducted in the HANOI network ([6]), Net3 ([7]), and C town network ([8]). Finally, we conclude our findings in Section 7.

2. Literature Review

There is much research on leak detection and localization in a water distribution network using either a model-based or data-driven approach. Ref. [9] provided a support vector machine (SVM)-based approach that uses pressure data from different parts of the network to predict and localize the leak in a water network. A relatively recent line of research is focused on data-driven leak detection models. Ref. [10] provided an extensive review of the data-driven approaches for burst detection in WDN. Their recommendations include that data-driven strategies promise real-life burst detection, and reducing false alarms for such a system is an important issue. Ref. [11] used error-domain model falsification to detect leak regions in WDN. They also proposed a methodology to approximate the demand at nodes in water supply and a method for estimating uncertainties through experimentation. Ref. [12] compared the Bayesian probabilistic analysis, SVM, and artificial neural network (ANN) approach for leak detection and determined the deficiencies of these approaches under varying conditions. Ref. [13] used deep learning to narrow down the pipe burst locations from a potential district to a few pipes in a WDN. The model trained the neural network using simulated data from hydraulic models for pipe bursts. In this framework, additional pressure meters were placed at limited, optimized places for a short period (minutes to hours) to monitor system behavior after the burst and then localize the leak location. Ref. [14] used a genetic algorithm to find the size and area of a leak, such that the differences between the simulated and field-observed values for pressure head and flow were minimized.

Ref. [15] proposed a multi-stage method for leak localization within the DMA with the aid of active valve operations and smart demand metering. Each stage includes partitioning the DMA into two subregions using valve operations and identifying potentially leaking pipes within the subregions through water balance analysis based on smart demand meters. Ref. [16] used an auto-encoder neural network (AN), an unsupervised machine learning model, to detect a leak with unbalanced data—as water supply networks mainly operate under no-leak conditions. Ref. [17] used a data-driven approach based on a convolutional neural network for efficient flooding analysis and risk assessment in large urban areas.

Ref. [18] proposed a novel multiple leak detection and localization framework (MLDLF) based on the provided pressure and flow data. The methodology uses the k-means clustering method to identify leak scenarios. Ref. [19] proposed a calibration residual-based burst detection (CRBD) method that works on the output of a calibrated model and burst localization using the vector angle method. Ref. [20] proposed a pressure-data-based algorithm called the Leakage Identification and Localization Algorithm (LILA). LILA identifies potential leaks using pairwise sensor pressure data and provides the location of their nearest sensors. We refer the readers to [21] for a detailed review of recent advances in data-driven and model-based approaches for leak detection and localization.

A drawback of model-based approaches is that they require highly calibrated hydraulic models, and their accuracies are sensitive to modeling and measurement uncertainties. Hydraulic models also need real-time demand information to generate the flow characteristics for the WDN. Our proposed leak detection model does not require the topology of the network, the pipe characteristics, and real-time demand information. A data-driven model learns the relationship between the flow rates and pressure head between pairs of sensors. Changes in error (between predicted and observed readings) distributions from each sensor pair are then used as an input to the model to predict the leak and its location. Compared
to the existing models, the proposed model requires limited real-time information, is less sensitive to the placement of sensors, and can predict leak locations and occurrences with a low level of false-positive rates using a limited number of sensors.

3. Problem Formulation

We consider a water distribution network which has \( n_p \) pipes, \( n_f \) variable head nodes, and \( n_j \) fixed-head nodes. The head loss in all pipes in a network is assumed to be modeled by the Hazen–Williams formula, so the relation between the heads at two ends (node \( i \) and \( k \)) of a pipe-\( j \) and the flow is as follows:

\[
H_i - H_k = r_j Q^n_j,
\]

where \( Q_j \) is the flow in pipe \( p_j \), \( H_i \) is the head at node \( i \), \( n = 1.852 \), and \( r_j \) is the pipe resistance factor, which depends on the length, diameter, and material of the pipe. We define \( q = (Q_1, \ldots, Q_{n_p})^\top \) as the vector of unknown flows in the pipes.

The network topology is modeled by using the incidence matrices \( A_1 \in \mathbb{R}^{n_p \times n_f} \) and \( A_2 \in \mathbb{R}^{n_f \times n_j} \), for the unknown head nodes and the fixed head nodes, respectively. Both these incidence matrices are defined as:

\[
A_k = \begin{cases}
-1 & \text{if the flow in pipe } j \text{ enters the node } i \\
0 & \text{if the } j \text{ does not connect to the node } i \\
1 & \text{if the flow in pipe } j \text{ leaves the node } i,
\end{cases}
\]

where \( b = 1, 2 \). The unknown heads at different nodes are defined as \( h = (H_{f1}, \ldots, H_{fn_j})^\top \), the known nodal demands as \( d_m \in \mathbb{R}^{n_i} \), and \( e_l \in \mathbb{R}^{n_f} \) the fixed head elevations. Additionally, we define the following matrices: \( O \), an \( n_f \) square zero matrix, \( o \), an \( n_p \times n_f \) zero matrix, and an \( \mathbb{R}^{n_f \times n_p} \) diagonal matrix \( G \), with the following diagonal entries:

\[
G_{jj} = r_j |Q_j|^{n_j - 1}.
\]

The hydraulic problem is then used to solve for the unknown flow in the \( n_p \) pipes, \( q \), and the unknown heads at the \( n_f \) nodes, \( h \), given the network topology, \( A_k \), the demand at nodes \( d_m \), and fixed head elevation, \( e_l \), such that the mass and energy for the flow are balanced. The continuity equation to be solved in matrix form can be written as (see [22] for details):

\[
f(y) = \left( \begin{array}{c} G \\ -A_1 \\ O \end{array} \right) \begin{pmatrix} q \\ h \end{pmatrix} - \begin{pmatrix} \sum_{l} e_l \\ d_m \end{pmatrix} = o,
\]

where we solve for the unknown \( y := (q^\top, h^\top)^\top \). The above set of equations are typically solved using Rossman’s popular program EPANET ([23]) to obtain the steady-state solution.

3.1. Simulation: Base Scenarios

We mimic an operational water distribution network, by simulating the hydraulic parameters of the network, i.e., \( q \) and \( h \), by solving the steady-state Equation (3), for a range of fixed head elevation \( e_l \) and nodal demands \( d_m \). We assume that \( e_l \) and \( d_m \) are stochastic and drawn from a multivariate normal distribution. Specifically \( x := (e_l^\top, d_m^\top)^\top \), has the following distribution:

\[
x \sim \mathcal{N}(\mu, \Sigma),
\]

where \( \mu \) is an \( \mathbb{R}^{(n_f+n_j)\times 1} \) vector of mean head elevation and nodal demands, while \( \Sigma \) is the corresponding covariance matrix. If the water surface elevation level in the tanks or reservoir is constant, we set the corresponding variance entry in the covariance matrix as zero. We first draw \( x_1, \ldots, x_{N_{base}} \), \( N_{base} \) samples of vector \( x \), from the multivariate distribution provided in Equation (4). For a given sample of elevation and nodal demands, \( x_i, i = \{1, \ldots, N_{base}\} \), the corresponding \( y_i^{base} \), the steady-state values of the unknown heads and flows are determined by solving Equation (3). Denote \( P_{base} \) as the joint distribution of
y, obtained as above. We assume there are $n_s$, sensors ($n_s < n_j$), located at the subset of the $n_j$ nodes of the network, and only the simulated pressure and flow values at these sensor nodes are used as input to our model, making it a low-dimensional representation of the high-dimensional $y$. The flow and pressure values at the sensor nodes, generated as above, serve as the base line data for the study.

In this work, we do not optimize the placement of sensors. Instead, we adhere to the common practice of locating the sensors at critical measuring points (CMPs). These CMPs are chosen based on the criteria that the required pressure gets lower than the minimum pressure necessary to reach the consumers at the certain nodes. Furthermore, we ensure that the sensors are positioned away from the source to account for the substantial head loss that occurs in the network as the supply reaches the farthest points.

3.2. Simulation: Scenarios with a Leak

Following [24], the demand due to leak—the mass flow rate of fluid through the hole—is expressed in a general form:

$$d_{\text{leak}} = C_d A p^\alpha \sqrt{\frac{2}{\rho}}, \quad (5)$$

where $d_{\text{leak}}$ is the equivalent water demand due to leak, $C_d$ is the discharge coefficient, where we use a default value of 0.75, $A$ is the area of the hole in the pipe, $p$ is the internal water pressure, $\rho$ is the density of the fluid, and the exponent $\alpha$ is a unitless parameter related to the characteristics of the leak. We use the default value of $\alpha = 0.5$, which results in an equivalent equation:

$$d_{\text{leak}} = C_d A \sqrt{2gh},$$

where $g$ is the acceleration of gravity and $h$ is the gauge head. We use the Water Network Tool for Resilience (WNTR) ([25]), a Python-based package that is compatible with EPANET, for our simulation for both leak and no leak scenarios. The leak is added to a location in a pipe by splitting the pipe into two sections and adding a node with the demand characteristics, as specified in Equation (5).

With this additional leak-node $k$, and $N_{\text{leak},k}$ with stochastic demands $x_1, \ldots, x_{N_{\text{leak}}}$, sampled from the distribution in Equation (4), the corresponding $y_{\text{leak}}$, the steady-state values of the unknown heads and flows, for all the nodes and pipes of the network are then obtained by solving Equation (3). These samples represent flow characteristics with an incremental leak added to the network. We denote $P_{\text{leak}}^k$ as the joint distribution of $y$, obtained as above.

Given a series of pressure and head values at the $n_s$ sensor nodes, we want to label them as data from the base scenario $y_{\text{base}}$, or the leak scenario $y_{\text{leak}}$. In case of leak scenarios, we would like to identify the node $k$ where the leak was introduced.

4. Methodology

Let $S$ be the set of all nodes in the network. Define $S_s$, a subset of $S$ with cardinality $n_s$, containing any $n_s$ elements in $S$. $S_s$ can be seen as the set of nodes where the sensors for measuring pressure heads and flows are located. Define $h_s \equiv (H_i)^\top, i \in S_s$ and $q_s \equiv (Q_i)^\top, i \in S_s$ as a vector of pressure heads, and flows measured, respectively, at the nodes with the sensors for the base network (where no additional leak demand node is added). We first model the relationship between the nodal pairs in $S_s$, for the base network. There will be $^4C_2$ such pairs, and for each pair, we fit a linear regression model:

$$E_{y \sim P_{\text{base}}} [\Delta h_{ij} | Q_i, Q_j] = \beta_0 + \beta_1 Q_i + \beta_2 Q_i^2 + \beta_3 Q_j + \beta_4 Q_j^2, \quad (6)$$
where \( i, j \in S_p, i \neq j \), \( \Delta h_{ij} = H_i - H_j \), and \( \epsilon_{ij} \) is the unexplained error for the pair. The residual error for the \( i - j \)th pair is defined as:

\[
\epsilon_{ij} = \mathbb{E}_{y \sim p_{\text{base}}}[\Delta h_{ij}|Q_i, Q_j] - \Delta h_{ij}.
\]

(7)

Of the \( N_{\text{base}} \) base scenarios generated, as described in Section 3.1, a subset \( N_{\text{base}}^{\text{Training}} \) is used to obtain the coefficients for the \( i - j \)th pair, \( \beta_{ij} \equiv (\beta_{0j}, \ldots, \beta_{4j})^\top \), using the ordinary least squares regression. The flow readings for the pair can only partially explain the variation in the difference between pressure heads for the two nodes, as we cannot fully explain the outcomes of the high-dimensional model (as described in Section 3) using a low-dimensional dataset. If the high-dimensional datasets are available, a machine learning model could precisely learn the functional relationship between flow and pressure heads. Any deviation from this learned relationship would be adequate for leak detection. In the current setup, as only partial information of this high-dimensional data is available, the model will make predictions with error. However, changes in the distribution of the prediction errors can be used to localize leaks. This is what is achieved in the second stage of the model. However, as long as the network topology, and the distribution of the input is fixed, i.e., \( \mathbf{x} \sim \mathcal{N}(\mathbf{u}, \Sigma) \), the distribution of \( y \) and residual error \( \epsilon_{ij} \) will remain unchanged. As ordinary least squares is an unbiased estimator, the mean of \( \epsilon_{ij} \) would be close to zero [26].

4.1. Identifying the Occurrence of Leaks

Once an additional leak node is added to the network, the distribution of the outcomes, \( y \), changes from \( p_{\text{base}} \) to \( p_{\text{leak}} \). Now, \( \Delta h_{ij} \) and \( Q_i, Q_j \) are not drawn from the distribution \( p_{\text{base}} \), used to train the model in Equation (6), and thus, the distribution of the residuals, as obtained in Equation (7) cannot be guaranteed to be centered around mean zero, or in general have the same distribution as when \( \Delta h_{ij} \) and \( Q_i, Q_j \) are drawn from \( p_{\text{base}} \). As we are dealing with a discrete sample of \( y \), and as a result discrete samples of \( \epsilon_{ij} \), if we have known sampled errors for the base case (which serves as the reference empirical distribution), we can infer the change in the distribution of \( y \) by statistically measuring the changes in the distribution of \( \epsilon_{ij} \). The Kolmogorov–Smirnov test (KS test) is a commonly used statistical non-parametric test of the equality of one-dimensional probability distributions that can be used to compare two samples. If \( F_{1,n}^i \) is the empirical distribution function for the base residual errors with \( n \) iid samples for nodal pair \( i - j \), and \( F_{2,m}^i \) is the empirical distribution function for unknown residual error (it is unknown whether it is an error when base scenarios or scenarios with a leak at \( k \) are used) with \( m \) iid samples for the same pair, then the KS-statistics is defined as:

\[
D_{n,m}^{ij} = \sup_{x} \left| F_{1,n}^{ij}(x) - F_{2,m}^{ij}(x) \right|.
\]

(8)

We could use the KS statistics, \( D_{n,m}^{ij} \), to accept or reject the null hypothesis that sample 2 is drawn from the same distribution as sample 1 for a given level \( \alpha \), and therefore, draw conclusions with a certain level of confidence—whether there is a leak in the network or not—however, it would not help us deduce at which node the leak exists. This is because there could be several nodal pairs for which the distribution of residual errors could change when a leak is introduced in the network.

4.2. Identifying the Location of Leaks

We consider a case where a single incremental leak is introduced to the network at one of the \( n_p \) links. We want to develop a supervised learning-based model that can, given a sequence of pressure head and flow readings at the nodes with sensors, help us infer which of the \( n_p \) links the leak was introduced. We use a multinomial logistic regression to model the posterior probabilities of the occurrence of a certain class (here, a leak at one of
For our leak detection model, we use \( z = (D^{ij})^\top i, j \in S, i \neq j \) as the predictors. As the residuals are normally distributed, alternatively, we also consider the following statistics for our predictors:

\[
\mu_{ij}^1 = \frac{1}{n} \sum_{l=1}^{n} \epsilon_{\text{base}}^{ij},
\]

and

\[
\mu_{ij}^2 = \frac{1}{m} \sum_{l=1}^{m} \epsilon_{\text{unknown}}^{ij},
\]

namely, \( z = (\mu_{ij}^1, \mu_{ij}^2)^\top i, j \in S, i \neq j \). Here, \( n \) and \( m \) are the number of samples we pick from the base scenarios and scenarios with a particular label (leak at one of the nodes among \( K \) or no leak). While training, the label \( k \) would be known, and we would then test on a new test dataset, where the label is not revealed to test the accuracy of the model. We generate \( z_1, \ldots, z_{N_{\text{train2}}}, N_{\text{train2}} \), samples for each label \( k = 0, \ldots, n_p \), with \( k = 0 \) being the label for no leak, \( k = 1 \) corresponds to a leak at link 1, and so on, and \( \delta \) is the coefficient.

The logistic regression model would then be of the form:

\[
\Pr(G = k | Z = z_i) = \frac{\exp(\delta_{0k} + \delta_{1k} z_i)}{1 + \sum_{l=0}^{K-1} \exp(\delta_{0l} + \delta_{1l} z_i)}, k = 0, \ldots, n_p,
\]

\[
\Pr(G = K | Z = z_i) = \frac{1}{1 + \sum_{l=0}^{K-1} \exp(\delta_{0l} + \delta_{1l} z_i)}
\]

(9)

### 4.3. Summary of the Method

Here, a summary of the steps involved is described.

Generating base scenarios and regression:

Step 1: Draw \( N_{\text{base}} \) demands from the multivariate normal distribution.

Step 2: Using each set of the \( N_{\text{base}} \) demands, solve for flow and pressure at the links and nodes of the network.

Step 3: Retain the flow and pressure data for nodes marked as sensors and mark the dataset as base scenarios.

Step 4: For each sensor node pair, perform an ordinary least squares using a subset of the \( N_{\text{base}} \) base scenarios, following Equation (6).

Generating labeled leak scenarios:

Step 5: Introduce leak node with a given area at the center of the \( j \)th link, \( j \in [1, n_p] \).

Step 6: For the demand in the remaining nodes, draw \( N_{\text{leak}} \) samples from the multivariate normal distribution.

Step 7: Using each set of the \( N_{\text{leak}} \) demands, with an additional leak node as described in Step 5, solve for flow and pressure for the network.

Step 8: Retain the flow and pressure data for nodes marked as sensors and mark the \( N_{\text{leak}} \) dataset with a leak link id \( j \).

Step 9: Repeat Step 5 to Step 8 for all the links.

Generating predictors:

Step 10: From the \( N_{\text{leak}} \) scenarios labeled as 'leak in link \( j \)', pick \( m \leq N_{\text{leak}} \) randomly chosen scenarios without replacement.

Step 11: For each of the \( m \) scenarios, find the residual errors for each sensor pair, where prediction is made using coefficients from [Step 4].

Step 12: Pick \( n \leq N_{\text{base}} \) randomly chosen scenarios without replacement from the \( N_{\text{base}} \) base scenarios.
Step 13: For each of these \( n \) scenarios, find the residual errors for each sensor pair, where a prediction is made using coefficients from [Step 4].

Step 14: Compute the predictors for each sensor pair \( i - j \), i.e., \( D^{ij} \), \( \mu_1^{ij} \), and \( \mu_2^{ij} \), \( i, j \in S, i \neq j \).

Step 15: Repeat Step 10 until Step 14 \( N_{\text{train}} \) times, to obtain \( z_1, \ldots, z_{N_{\text{train}}} \), with label ‘leak in link \( j \)’.

Step 16: Repeat Step 10 till Step 15 for a leak in all \( j \in [1, n_p] \) links.

**Classification:**

Step 17: With labeled \( z \) data, train the logistic regression model, as described in Section 4.2 with appropriate thresholds for multinomial classification of leak location. The process flow of approach is as shown in Figure 1.

![Figure 1. Process flow of linear regression and logistic regression.](image)

### 5. Application of the Methodology on Water Distribution Networks

#### 5.1. Data Simulation

The base water demand in all the nodes of the network is assumed to be known. Several artificial demand patterns were generated assuming a multivariate Gaussian distribution for the joint demand distribution at all the nodes. The mean of the multivariate Gaussian distribution is taken as the base water demand. The demand standard deviation was assumed to be in between 16% and 20% for all the nodes (we aimed to examine a scenario involving high variability in the demand at nodes, which is often the case as temporal demand values fluctuate throughout the day. Additionally, we conducted a sensitivity analysis regarding the demand variability and found that the model's outcome is not significantly influenced by this variability). A constant correlation coefficient of 0.6 between any two pairs of nodes was used to generate the covariance matrix. The above choice of standard deviation allows wide variation in demand, which is typically expected throughout the day. EPANET 2.0 and WNTR Python package were used to perform hydraulic simulation of this network for the various demand scenarios generated above (the python code and scripts used for the experiments are made available at [https://github.com/adOption/DPTrans](https://github.com/adOption/DPTrans) (20 September 2021)). The node heads and link flow values from the simulation at specified pre-defined nodes were used instead of the sensor data.

A leak node was introduced in each of the \( n_p \) links, one after the other. These leaks were positioned exactly at the midpoint of each link for training the model while for creating the test dataset, the leaks were introduced randomly at either 3/10 and 7/10 of the
length of the pipe. For the training dataset, we create equal samples of the leak node with four variations of leak area, i.e., 0.0005 m$^2$, 0.002 m$^2$, 0.003 m$^2$, and 0.004 m$^2$. For the test dataset, the area had the following three variations, 0.0001 m$^2$, 0.001 m$^2$, and 0.005 m$^2$. The generated scenarios were labeled as $k = 0$ for no leak, $k = 1, \ldots, n_p$, where $n_p$ is equal to the number of links. The flow in the links and pressure head at sensor nodes were recorded along with the labels for both training and test datasets.

The experimental configuration for all the case studies is illustrated in Figures mentioned in section 6. The nodes where pressure sensor is introduced is illustrated by green circles, and the links where flow sensors are placed is depicted by orange lines. The choice of these sensor locations is based on factors such as criticality and distance from the sources. However, the sensor placement optimization becomes less critical when sufficient number of pressure and flow sensors are available, as would be demonstrated in the case studies discussed in Section 6. In the model setup, only one leak node is active at any given time.

5.2. Regression

We fit regression models for each sensor pair combination using a subset of samples from the base no-leak scenarios (there will be $^nC_2$ such sensor pairs). For any given nodal pair $i - j$, the regression model predicts the $\Delta h_{ij}$, given the flow rates at the links associated with the two nodes. As discussed earlier, the regression model will only be able to partially explain the delta variations in the head. Figure 2 shows the predicted $\Delta h_{ij}$ from the linear regression against the observed $\Delta h_{ij}$ for the sensor node pair $i$ and $j$, when only data from the base scenarios are used. Furthermore, the residual error is plotted, which, as expected, is centered around a mean of 0 and has a standard deviation lower than the standard deviation of the $\Delta h_{ij}$ observed.

![Figure 2](image_url)

(a) $\Delta h_{ij}$ observed vs. predicted.

(b) Distribution of $\epsilon_{ij}$ observed

**Figure 2.** For the sensor node pair $i$ and $j$, the regression model helps in partially explaining the variations observed in $\Delta h_{ij}$.
5.3. Impact of Leaks on Residual Errors

Using the regressed functions for the sensor pairs, we predict $\Delta h_{ij}$ using flow data from scenarios that we labeled as no leak when $k = 0$ and leak nodes when $k = 1, \ldots, n$, where $n$ = number of links. The residual errors between the predicted $\Delta h_k$ and observed $\Delta h_k$ for scenarios with leaks differ in distribution when compared to the corresponding residual error distribution when only base scenarios are used.

Figure 3 compares the residual error in prediction of $\Delta h_{ij}$ and $\Delta h_{ij}$ for no-leak scenarios and scenarios with a leak at any link in the network. While the distribution of residual errors is unbiased for the base scenarios, the errors are no longer guaranteed to be unbiased when a leak is introduced. Additionally, a single leak will impact the error distribution between most sensor nodal pairs. In Figure 3, we see that a leak introduced in any link impacts both the situation when there is no leak and when there is a leak.

![Figure 3](image)

**Figure 3.** For the sensor node pair $i$ and $j$, regression model helps in partially explaining the observed variations in $\Delta h_{ij}$ when a leak is introduced in a link.

5.4. Classification

Figure 3 demonstrates that the introduction of a leak in the network would impact the residual errors across sensor nodal pairs. Even while comparing the distribution of
residual errors between base no-leak and labeled no-leak scenarios, there will be deviations depending upon the sample size \( n, m \) used. As discussed in Section 4.2, we, therefore, use the supervised learning model of multinomial logistic regression to classify whether a set of residual errors are coming from \( k = 0 \), i.e., the no-leak case, or with a leak in the \( k \)th link, when \( k \in [1, \ldots, n_p] \). The input to the logistic regression model is the vector \( z \), whose elements are as described in Section 4.2. We use a set of \( n = m = 500 \), error samples from the base no-leak scenarios and scenarios labeled as a leak at a particular link, respectively. For this set, as described in Section 4.1, we obtain the K-S statistics, the sample mean for the errors with base no-leak scenarios, and the sample means of errors with the labeled scenarios to obtain a single instance of \( z \).

We test the efficacy of the trained model by predicting the occurrence of leak and location of the leak node for a test dataset with \( N_{test}^{k=0} = 500 \), for the no-leak case, and \( N_{test}^k = 500, k = 1, \ldots, n_p \) for the different links with a leak. The predictors for the test data are prepared following the same procedure as that for the training data. The error metrics to assess the performance of the leak classification has been generated using the test dataset.

5.5. Impact of Noisy Sensor Data

To make the simulated experiments closer to reality, we want to account that the sensor data typically would have an additional measurement noise. Thus, we add Gaussian white noise to the simulated flow and pressure data at the sensor nodes. We varied the standard deviation of the white noise used between 0.25% and 10%. Thus, we have,

\[
\hat{h} = h(1 + e^T_h) \quad e_h \sim \mathcal{N}(0, \Sigma_e);
\]

where \( \Sigma_e \) is a diagonal covariance matrix with diagonal entries as \( \sigma \) for the appropriate noise level. Similarly:

\[
\hat{q} = q(1 + e^T_q) \quad e_q \sim \mathcal{N}(0, \Sigma_q).
\]

We use the noisy pressure head data and flow data as the inputs to our model.

5.6. Error in Terms of Topological Distance

Topological distance refers to the shortest distance measurement between two links. In this study, it is utilized to determine the distance between the true and predicted leak locations. It provides an indication of how far the model has predicted the leak location in comparison to the original location by counting the number of links between the two along the shortest path. Alternatively, instead of counting the number of links between the true and predicted leak location, one can also directly measure the distance between them along the shortest path. The python package NetworkX has been used to measure the topological distance [27].

We introduce the term average topological distance (ATD), as the average of the topological distance between the predicted and true leak location for the \( N_{test} \) scenarios. The ATD should be close to zero for a good leak localization model.

6. Results

The leak detection framework described in the previous sections is applied to the three different WDNs to demonstrate its effectiveness. These are composed of:

(a) Hanoi WDN (WDN1);
(b) Net3 (WDN2);
(c) C-Town Network (WDN3).

As shown in Figure 4. The example networks considered vary from each other in terms of their size and complexity. The WDN1 consists of \( n_j = 31 \) nodes and \( n_p = 34 \) pipes. The WDN2 has \( n_j = 92 \) nodes, \( n_p = 117 \) pipes, 2 reservoirs, and 3 tanks, while WDN3 has \( n_j = 388 \) nodes, \( n_p = 429 \) pipes, 1 reservoir, and 7 tanks. The other topological details of the networks can be found in [6–8], for WDN1, WDN2, and WDN3, respectively.
We use a combination of critical measuring points (CMP) and distance from the source for identifying the sensor location. The choice of location for the sensors in the three networks is provided in Figure 5. The pressure and flow sensors are assumed to be positioned in the same location. This assumption is necessary because the regression in Stage 1 focuses on modeling the relationship between flow and pressure using a pair of sensors.

6.1. Case Study 1: Hanoi WDN (WDN1)

The developed methodology is initially implemented and demonstrated on a small-scale water distribution network. The sensors are strategically installed at seven locations in links 4, 18, 17, 20, 27, 30, and 33 to capture pressure and flow data. Linear regression models are then fitted to predict the measured pressure difference between each sensor pair using the flow readings for the pair. Subsequently, a multinomial logistic regression is fitted to classify the leak location for the labeled training dataset. Finally, the model is used on a separate test dataset to predict the location of the leak in the 34 links of the network. The model is evaluated for varying number of sensors used and different levels of noise in the sensor reading.

Experiment with Varying Number of Sensors and Noise in Sensor Data

We first test the accuracy in predicting the leak location (including the identification of the no-leak cases) for the network using three sensors (links 8, 20, and 27), five sensors (links 4, 18, 17, 30, and 32), and seven sensors (links 4, 18, 17, 20, 27, 30, and 33) and for the following noise levels: 0.5%, 1%, 2.5%, 5%, and 10%. The accuracy is defined as the number of scenarios where the link with a leak was correctly identified over the total number of scenarios. We see in Figure 6 that the best accuracy in identifying leak location is 91%, while the lowest accuracy achieved was 79%. The accuracy increases with number of sensors.
used, although roughly similar levels are achieved with five and seven sensors. As the noise in the sensor data increases, as expected, we see poor performance in identifying the leak location accurately. However, even when 2.5% noise was added to the sensor data, the method achieved satisfactory accuracy in leak location identification.

![Figure 6. Accuracy and ATD variation with Noise Levels and Sensor Count in WDN1.](image)

Another measure that we use to check the efficacy of the model is the ATD. The ATD measures, on average, how far from the actual leak link the algorithm predicted the leak location (Section 5.6). A good leak detection algorithm would have an ATD value close to zero. We see in Figure 6 that ATD increases as we reduce the number of sensors, or increase the level of noise in the sensor reading. We see that even for the worst case, with only three sensors and a noise of 10% in the sensor reading, the algorithm on average predicts the leak link within 1.3 links from the actual leak location. Notably, ATD achieved using five sensors is as good as results obtained using seven sensors.

6.2. Case Study 2: Net3 (WDN2)

To evaluate the scalability of the model described in the previous case study, its application is expanded to a medium-sized network. The model is trained to detect leaks in any of the 117 links within this network, which is relatively more complex than WDN1. Unlike WDN1, WDN2 comprises five sources (three tanks, two reservoirs) and two pumping stations (assumed as non-operational). For this network, a total of six sensors are strategically installed at links 18, 31, 82, 89, 108, and 110 to record flow and pressure data. Additionally, the model is tested with varying numbers of sensors and different levels of noise in the sensor data.

6.2.1. Experiment with Varying Number of Sensors and Noise in Sensor Data

The accuracy in predicting the leak location (including the identification of the no-leak cases) is tested for three sensors (links 31, 89 and 110), five sensors (links 18, 31, 82, 89 and 108) and six sensors (links 18, 31, 82, 89, 108, and 110) and for noise levels of 0.5%, 1%, 2.5%, 5%, and 10%. From Figure 7, we observed that the highest accuracy achieved in identifying leak locations is 79%, while the lowest accuracy obtained is 49%. The accuracy improves as the number of sensors used increases, although similar levels of accuracy are roughly attained with five and six sensors. As the level of noise in the sensor data increases, a decline in the accurate identification of leak locations is expected. However, even when 1% noise was introduced to the sensor data, the model was still able to achieve satisfactory accuracy in identifying leak locations.
We can observe from Figure 7 that as the number of sensors decreases or the level of noise in the sensor readings increases, the ATD increases. The ATD in the best scenarios (with five and six sensors) ranges between 2 and 2.3. Even in one of the worst-case scenarios, with only three sensors and a 2.5% noise level in the sensor readings, the algorithm achieves an average prediction of the leak link within a distance of 3.8 links from the actual leak location. Importantly, the ATD attained using five sensors is comparable to the results obtained with six sensors, highlighting the effectiveness of the algorithm with a reduced sensor count.

6.3. Case Study 3: C-Town Network (WDN3)

The framework is deployed in a larger benchmark network with increased complexity, consisting of one reservoir, seven tanks (eight sources), and three valves (considered fully opened). Two test cases are conducted, involving different numbers of sensors (10 and 5). The initial placement of sensors is performed at links 423, 250, 363, 228, 218, 74, 166, 407, 415, and 136, which correspond to 10 specific links. The accuracy and ATD are then compared across five distinct levels of noise. Additionally, the model is employed to predict the location of the leak in the 429 locations of the network. The model is evaluated for the varying number of sensors used and different levels of noise in the sensor reading.

6.3.1. Experiment with Varying Numbers of Sensors and Noise in Sensor Data

The accuracy in predicting leak locations (including the identification of non-leak cases) is tested using five sensors (links 166, 72, 228, 250, and 423) and another with ten sensors (links 423, 250, 363, 228, 218, 74, 166, 407, 415, and 136) and for the noise levels as predefined in Section 6.2.1. The highest accuracy achieved when locating leaks is 30%, while lowest accuracy observed is 10%, as shown in Figure 8. The accuracy improved with an increase in the number of sensors. Additionally, accurate identification of leak locations is observed as the noise levels in the sensor data increase. However, even with minimal noise levels, the accuracy was affected, resulting in a reduction to 25%.
From Figure 8, it is observed that as the number of sensors decreases or the level of noise in the sensor readings increases, there is an increase in ATD. In the best-case scenarios (with ten sensors), the ATD ranges from 8 to 12. Even in one of the worst-case scenarios, where only five sensors are used and the sensor readings have a noise level of 0.5%, the algorithm achieves an average prediction of the leak location within a distance of 12 links from the actual leak location.

6.3.2. Comparative Analysis of the Results from Three Networks

The results obtained using the framework is compared, as shown in Figure 9.
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**Figure 9.** Comparison of the accuracy achieved across three distinct water networks.

It is evident from the figure that as the size and complexity of the network increases, the obtained accuracy proportionately decreases. The highest accuracy obtained for the three networks WDN1, WDN2, and WDN3 is 92%, 79%, and 34% respectively.

While the accuracy obtained in identifying the leak location in larger network is low, a closer look at the predicted leak location shows that the method still provides useful insights. Figure 10 illustrates a few examples of true leak location and the corresponding predicted link with a leak. For our accuracy measurement we only count those scenarios where the link with a leak is precisely identified as correct classification.
If we provide a threshold instead, where the predicted link with a leak is within the given tolerance of topological distance, we classify it as a correct identification.

In order to evaluate the accuracy of the model in classifying the leak location more comprehensively, we classify cases where the predicted link with a leak is within a topological distance of 2, 5, 8, 10, and 20 links from the true leak location. Figure 11 shows that even for a significant level of noise in the sensor reading, using ten sensors, the algorithm is able to predict leaks within a topological distance of 10 links. A practical use case is that using a few sensors the leak location is coarsely identified in the network and the actual location can then be identified by additional instrumentation around this region.
7. Conclusions

We have developed an algorithm to detect leaks in water distribution network using a two-stage methodology, where in the first stage we learn the relationship between the flow and pressure readings of the installed sensors in the network with no leaks. In the second stage, using a labeled dataset of leak location, we fit a multinomial logistic regression model using as input the change in the error distribution of the predicted head between sensor pairs. The premise of our approach is based on the observation that the introduction of a leak alters the distributional properties of hydraulic parameters, specifically pressure and flow rates. By measuring the flow characteristics at specific locations in the network, we aim to distinguish between different leak locations or the absence of a leak by mapping changes in a high-dimensional distribution to a low-dimensional error distribution. Introduction of a leak will result in a discernible change in the error distribution, enabling us to locate the leaks effectively.

By utilizing a simulated dataset, we implemented our approach on three benchmark networks, namely WDN1, WDN2, and WDN3. The results demonstrated that our model exhibits reasonably good accuracy in classifying leak locations within these networks. Specifically, for WDN1 and WDN2, we observed that our approach successfully identified leaks even when they had a small orifice area. However, as the noise in the data increased and the number of sensors decreased, the method occasionally resulted in misclassification. Nevertheless, it is worth noting that even when the number of sensors was slightly reduced, the model maintained a relatively high level of accuracy.

In contrast, when dealing with a larger-sized water network WDN3, the accuracy of our approach was significantly compromised. It became evident that the accuracy did not hold up well as the network size increased. We observed a substantial number of misclassifications in accurately identifying the specific links where leaks occurred. However, as the predicted leak location links where in close neighbourhood of the true leak location, we incorporated a tolerance factor in classifying whether the leak location has been correctly identified. This means that even if the identified leak location was in adjacent links rather than the exact one, it would still be considered an acceptable classification. With this modification, the accuracy of identifying leak in the network was found to be close to 60%, even in the presence of high levels of noise in the sensor readings. Therefore, while the method cannot precisely identify the leak location, we show that it is able to identify the area within which the leak is present.

In summary, our algorithm exhibited promising performance in classifying leak locations in the benchmark networks, demonstrating its potential usefulness in practical scenarios. Despite some challenges posed by increased noise and reduced sensor numbers, the model’s accuracy remained satisfactory, showcasing its robustness to certain variations in the data. By creating a labeled dataset of controlled leaks in the links of a real WDN, the presented approach can be used to learn to locate new leaks in the network. As a future step, the two-stage methodology will be applied to a real-life network, which will help validate the assumptions of the simulation-based model.
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