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Abstract: Reliable and accurate daily runoff predictions are critical to water resource management
and planning. Probability density predictions of daily runoff can provide decision-makers with
comprehensive information by quantifying the uncertainty of forecasting. Models based on quantile
regression (QR) have been proven to achieve good probabilistic prediction performance, but the
predicted quantiles may crossover with each other, seriously reducing the reliability of the prediction.
This paper proposes non-crossing quantile regression (NCQR), which guarantees that the intervals be-
tween adjacent quantiles are greater than 0, which avoids the occurrence of quantile crossing. In order
to apply NCQR to the prediction of nonlinear runoff series, this paper combines NCQR with recurrent
neural network (RNN) models. In order to reduce the model training time and further improve the
model accuracy, this paper simplifies the minimal gated memory (MGM) model and proposes a new
RNN model, called the simplified minimal gated memory (SMGM) model. Kernel density estimation
(KDE) is used to transform the discrete quantiles predicted using SMGM-NCQR into a continuous
probability density function (PDF). This paper proposes a novel daily density prediction model that
combines SMGM-NCQR and KDE. Three daily runoff datasets in the Yangtze River Basin in China
are taken as examples and compared with the advanced models in current research in terms of five
aspects: point prediction evaluation, interval prediction evaluation, probability density prediction
evaluation, the degree of quantile crossing and training time. The experimental results show that the
model can provide high-quality and highly reliable runoff probability density predictions.

Keywords: daily runoff prediction; probability density prediction; non-crossing quantile regression;
simplified minimal gated memory network; kernel density estimation

1. Introduction

Daily runoff prediction has played a significant role in water resource management and
planning [1,2]. Due to the comprehensive influence of various factors, such as geological
conditions, human activities and climate change in the watershed, daily runoff series often
have highly nonlinear and non-stationary characteristics [3,4], which introduce difficulties
to daily runoff prediction. Finding accurate and reliable daily runoff models is currently an
important and popular research direction in the field of hydrology [5,6].

The current models for predicting daily runoff can be divided into process-driven
models and data-driven models [7,8]. Process-driven models, such as MIKESHE [9] and
SWAT [10], have strong physical interpretability, but the large number of computational re-
sources required and complex modeling processes limit their practical use. The data-driven
model directly constructs linear and nonlinear relationships between prediction factors
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and the predicted runoff. Data-driven models can be divided into statistical models, ma-
chine learning models and deep learning models. Statistical models such as autoregressive
integrated moving average (ARIMA) [11] and seasonal autoregressive integrated moving
average (SARIMA) [12] use statistical methods to predict runoff. Most statistical models are
linear models based on stationarity assumptions, which cannot accurately predict nonlinear
and non-stationary runoff sequences. Compared with statistical models, machine learning
models such as support vector regression (SVR) [13] and the adaptive-network-based fuzzy
inference system (ANFIS) [14] can describe the nonlinearity of runoff sequences. However,
the simple structure of machine learning models limits their ability to extract information,
which limits the performance of the model. Deep learning models, represented by recurrent
neural network (RNN) models, are widely used in runoff forecasting tasks due to their abil-
ity to effectively capture nonlinearity and time dependence in runoff sequences [15]. When
the sequence of model inputs is too long, the RNN model may encounter the problem of gra-
dient explosion or gradient disappearance [16]. To address this issue, Hochreiter et al. [17]
introduced gating memory units in traditional RNN models and proposed the long short-
term memory (LSTM) model. There are three gates in the model structure of LSTM: the
input gate, forgetting gate and output gate. Rahimzad et al. [18] applied LSTM to daily
runoff prediction tasks and achieved excellent results.

The gated recurrent units (GRUs) model is an improved version of the LSTM model
proposed by Cho et al. [19]. The GRU model only has two gates, namely the reset gate and
the update gate. Compared to the LSTM model, the GRU model has fewer parameters
and a shorter training time [20]. The minimal gated memory (MGM) [21,22] model is
another simplified version of LSTM, which combines the input gate and forgetting gate
of the LSTM model and removes the output gate, so the MGM model only has one gate.
Compared with the LSTM model and GRU model, the MGM model has a simpler structure
and fewer parameters. An RNN model with fewer parameters and higher accuracy is
currently one of the research objectives for improving RNN models. Therefore, this article
proposes a simplified version of the MGM called the simplified minimal gated memory
(SMGM) model.

The above models are all point prediction models that only provide predicted values
close to the observed values without considering the error between the observed values
and predicted values. When the prediction results with significant errors are applied to
flood control and water resource planning, it will create safety hazards and reduce the
efficiency of water resource utilization. The probabilistic prediction model of runoff has
attracted widespread attention from researchers in the hydrological field because it can
quantify the uncertainty of prediction and provide more effective information to decision-
makers compared to point prediction. Generally, probabilistic runoff prediction methods in
current studies can be divided into two categories: parametric models and non-parametric
models [23].

Parametric models such as GPR [24,25] and DeepAR [26] assume that runoff conforms
to a certain distribution and that only a few parameters in the distribution need to be
estimated. However, the assumed distribution of parameter models may significantly
differ from the actual distribution of daily runoff, so satisfactory predictive performance
may not be obtained. Non-parametric models do not make any assumptions but study
the data distribution based on the characteristics of the data itself. Quantile regression
(QR) [27–29] is a classic non-parametric probability prediction method. By predicting a set
of quantiles, multiple prediction intervals at different confidence levels can be obtained,
which quantifies the uncertainty of forecasting. However, QR is a linear model [30] and
cannot solve nonlinear problems. The model proposed by Jahangir et al. [31] that combines
LSTM and QR can learn the nonlinearity of runoff while quantifying uncertainty. For
QR-based models, a single model can only predict a single quantile. But when multiple
prediction intervals with different confidence levels and probability density functions need
to be obtained, a large number of quantiles need to be predicted. This requires training a
large number of QR-based models, which requires a significant amount of computing time
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and computational memory. Wang et al. [32] improved QR and increased the number of
QR outputs from 1 to the number of required quantiles. The improved QR increases the
number of predicted quantiles without reducing prediction accuracy. However, because
all quantiles are predicted at the same time without relevant constraints in the model
based on QR, the predicted quantiles may cross. For example, assuming 0 < τ1 < τ2 < 1,
the τ1th quantile is greater than the τ2th quantile. Quantile crossing seriously affects the
reliability and prediction accuracy of the predicted quantiles. Therefore, in order to improve
the reliability of QR, this paper proposes a new non-crossing quantile regression (NCQR)
approach that can avoid the occurrence of quantile crossing.

The output of the NCQR-based model is a series of discrete quantiles, which can
provide prediction intervals with different confidence levels, but the probability density
function (PDF) can provide a more comprehensive, intuitive and detailed prediction com-
pared to interval prediction. Kernel density estimation (KDE) [33] is a classic non-parametric
estimation method that does not require any assumptions about the shape of the distribu-
tion and converts discrete quantiles into PDFs. He et al. [34] obtained PDFs by using the
quantiles predicted by a combination model based on an RNN and QR as an input for KDE.
QR-based models are often accompanied by quantile crossing, and non-monotonically
increasing quantiles can lead to ineffective PDF prediction through KDE, which impedes
further analysis. The NCQR-based model proposed in this article can generate non-crossing
quantiles, and inputting these quantiles into KDE can obtain reliable PDFs.

This study proposes a new model for daily runoff probability density prediction
combining SMGM, NCQR and KDE. The combined model of SMGM and NCQR pre-
dicts reliable quantile sets, and KDE is used to estimate the continuous PDF. The main
contributions of this article are as follows:

(1) This article proposes NCQR, which can avoid quantile crossing in predicted quantiles.
(2) In order to reduce training time and improve model accuracy, this article simplifies

the model structure of MGM and proposes SMGM.
(3) The combination model based on SMGM and NCQR can efficiently generate reliable

quantiles, which KDE converts into continuous PDFs.
(4) All models in this article are compared from multiple perspectives using multiple

evaluation metrics in three daily runoff datasets. The experimental results show that the
model can efficiently obtain reliable and accurate probability density prediction results.

The remainder of this article is organized as follows: Section 2 introduces the model
proposed in this article. Section 3 introduces the evaluation metrics used in this article.
Section 4 provides a case study using three datasets to evaluate the model proposed in this
article. Section 5 provides the conclusion of this article.

2. Methods
2.1. Simplified Minimal Gated Memory Network

MGM is a simplified version of LSTM. MGM combines the forgetting gate and input
gate of LSTM into one gate and removes the output gate of LSTM, so MGM only has one
gate. Compared to LSTM with three gates and GRU with two gate structures, MGM has a
simpler structure. The model structure of MGM is shown in (1)–(3):

ft = σ
(

W f [ht−1, xt] + b f

)
(1)

h̃t = tanh
(

Wh

[
ft � ht−1, xt

]
+ bh

)
(2)

ht = (1− ft)� ht−1 + ft � h̃t (3)

where W f and Wh are the weight parameters, b f and bh are the bias parameters, xt is
the model input at time t, ht is the cell state at time t, and tanh and σ represent the tanh
activation function and sigmoid activation function, respectively. And � represents the
Hadamard product.
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ft, as the only gate of MGM, controls the mapping of model inputs to model outputs. In
order to learn the relationship between the model input and the target, a training set is used
to train the model with the goal of minimizing the loss function. To more effectively learn
the relationships needed, the form of ft can be optimized. Therefore, this article further
simplifies the gate of MGM and proposes SMGM. The SMGM gate equation removes the
cell state ht at time t and only saves the model input xt at time t and bias b f . The gate
equation of SMGM is Equation (4). And the other parts of the SMGM model are the same
as those of MGM. The model structure of SMGM is shown in Figure 1. Meanwhile, this
article proposes the SMGM-NCQR model for predicting reliable quantile sets of nonlinear
daily runoff series.

ft = σ
(

W f xt + b f

)
(4)
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2.2. Novel Non-Crossing Quantile Regression

Traditional regression can only output the mean or median of future daily runoff.
Quantile regression (QR) can predict quantiles of daily future runoff, which can quantify
the uncertainty of prediction. The definition of QR is as follows:

Qyi (τ | xi) = β(τ)xi i = 1, 2, · · · , T (5)

where Qyi (τ | xi) is the τth quantile of the dependent variable yi under the independent
variable xi and τ ∈ (0, 1), β(τ) is the regression coefficient vector and the loss function of
QR is

Loss(τ) =
T

∑
i=1

ϕτ(yi − xiβ(τ)) (6)

ϕτ(u) =
{

τu u ≥ 0
(τ − 1)u u < 0

(7)

However, for traditional QR, a model can only generate a single quantile. In order
to obtain the probability density function and multiple prediction intervals with different
confidence levels, a large number of quantiles need to be predicted, which requires the
construction and training of a large number of QR models. Wang et al. [32] increased the
number of QR outputs without loss of accuracy. The improved QR can predict all required
quantiles Qyi (τ | xi) =

{
Qyi

(
τq | xi

)}
q=1,2,··· ,Q with one model. The loss function of the

improved QR is

L =
Q

∑
q=1

Loss
(

τq

)
=

1
Q

Q

∑
q=1

T

∑
i=1

ϕτq

(
yi − xiβ(τq)

)
(8)
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However, these quantiles are simultaneously generated without constraints, and
quantile crossing usually occurs. In order to avoid the above problem, this paper proposes
a new non-crossing quantile regression (NCQR) approach.

NCQR reconstructs the outputs of QR into three parts: the first quantile Qyi (τ1 | xi),
the difference L between the last quantile Qyi

(
τQ | xi

)
and the first quantile Qyi (τ1 | xi),

and the ratio set {θn}n=1,2,··· ,Q−1. θn is the ratio of the interval between Qyi (τn+1 | xi) and
Qyi (τn | xi) to L. Then, the estimated values of all quantiles can be obtained using the
following formula:

Qyi (τm | xi) = Qyi (τ1 | xi) +
m−1

∑
j=1

θJ l m = 1, 2, · · · , Q (9)

In order to obtain valid and reliable quantiles, the outputs of NCQR need to meet the
following constraints.

L = Qyi

(
τQ | xi

)
−Qyi (τ1 | xi) > 0 (10)

θn =
Qyi (τn+1 | xi)−Qyi (τn | xi)

L
> 0 n = 1, 2, · · · , Q− 1 (11)

Q−1

∑
n=1

θn = 1 (12)

The purpose of this restriction is to avoid the occurrence of quantile crossing by
ensuring that the distance between adjacent quantiles is greater than 0 in order to meet
the limiting conditions specified in Equations (10)–(12). In the output layer, the neuron of
output L is activated by the Softplus function, ensuring that the output result is greater
than 0, which satisfies constraint (10). The neurons of output {θn}n=1,2,··· ,Q−1 are activated
by the Softmax function, ensuring that their outputs are greater than 0 and the sum is 1,
which satisfies constraints (11) and (12). Figure 2 shows the model structure of NCQR. The
definitions of the Softmax function and Softplus function are as follows:

Softmax(oi) =
eoi

N
∑

i=1
eoi

i= 1, 2,. · · ·N (13)

Softplus(oi) = log(1 + eoi ) (14)

2.3. Kernel Density Estimation

This study used KDE to convert the discrete quantiles predicted using SMGM-NCQR
into continuous PDFs. KDE is a classic non-parametric estimation method that estimates the
PDF of random variables from a set of quantiles without assuming the distribution of data
beforehand. Unlike parametric estimation methods, which can only predict parameters of
parametric distributions such as Gaussian distribution and further obtain fixed-form PDFs,
KDE can output any form of PDFs. The definition of KDE is as follows:

PDF(yi) =
1

QB

Q

∑
q=1

K

(
Qyi

(
τq | xi

)
− yi

B

)
(15)

K(α) =

{
3
4
(
1− α2) α ∈ [−1, 1]

0 α /∈ [−1, 1]
(16)

where Q is the number of samples, B is the bandwidth, PDF(yi) is the PDF of yi. K is a
kernel function. The Epanechnikov kernel function was chosen for this study because it can
achieve the smallest root-mean-square deviation compared to other kernel functions [35].
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The formula for Epanechnikov kernel function is shown in Equation (16). Bandwidth is a
key parameter that has a significant impact on KDE performance. Choosing a bandwidth
that is too large or too small can result in significant errors in the KDE results. In this study,
a grid search method based on cross-validation was used to determine the bandwidth.
Figure 2 below shows the probability density prediction model based on SMGM-NCQR
and KDE.

1 
 

 
Figure 2. The probability density prediction model based on SMGM-NCQR and KDE.

2.4. Maximal Information Coefficient

The MIC method was proposed by Reshef et al. [36] to quantify the correlation between
two variables. The advantage of the MIC method is that it cannot only identify specific
functional relationships, such as linear, nonlinear and sine functions, but also identify
complex relationships that are difficult to represent using functions, with strong universality.
The range of values for the MIC is [0, 1]. The closer the value of the MIC is to 1, the
stronger the correlation between the two variables. This study used the MIC to calculate
the correlation between current runoff and historical runoff for selecting input features for
the model. The definition of the MIC is as follows:

I(X; Y) =
∫

p(X, Y) log2
p(X, Y)

p(X)p(Y)
dXdY (17)

MIC(X; Y) = maxa∗b<B(D)
I(X; Y)

log2 min(a, b)
(18)

B(|D|) = |D|0.6 (19)

where X and Y are two variables; p(X, Y) is the joint probability density of A and B; p(X)
and p(Y) are the edge probability density of X and Y, respectively; a and b are the number
of grids divided on the X and Y axes; and D is the amount of data.

2.5. Framework of the Proposed Combined Model

The framework of the proposed composite model is shown in Figure 3. The model
mainly consists of four main steps. Each step is described as follows:

Step 1: The MIC was used to calculate the correlation between historical runoff and
current runoff, and historical runoff with an MIC value greater than 0.85 was selected as
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the input feature of the model. The dataset was normalized and divided into the training
set and test set. The normalization formula is as follows:

xnormal =
x− xmin

xmax − xmin
(20)

where xnormal is the normalized runoff sequence; x is the original runoff sequence; and
xmax and xmin are the maximum and minimum values, respectively.

Step 2: The MGM-NCQR model was built and trained on the training set with the
goal of minimizing the loss function, which is Formula (4).

Step 3: The test set was input into the trained MGM-NCQR model, and anti-normalization
was carried out on the obtained conditional quantile set, which was input into KDE to obtain
the predicted probability density prediction results. The conditional quantile of τ = 0.5
obtained in the continuous probability density curve is the result of point prediction. The
quantiles of τ1 = (1− α)/2 and τ2 = (1 + α)/2 are the lower and upper boundaries of
the interval prediction result with a confidence level of α, respectively. The formula for
anti-normalization is as follows:

Qyt (τ | xt) = Qyt ,normal (τ | xt)•(xmax − xmin) + xmin (21)

where Qyt (τ | xt) is the quantile after anti-normalization.
Step 4: The performance of the model was evaluated using different evaluation metrics.
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3. Model Evaluation Metrics

In order to comprehensively evaluate the performance of the proposed runoff probabil-
ity density prediction model, this study used the point prediction evaluation metric, interval
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prediction evaluation metric, degree of quantile crossing, probability density prediction
evaluation metric and training time to compare with other models. They are introduced in
the following subsections.

3.1. Evaluation Metric of Point Prediction

This study used the root-mean-square deviation (RMSE) and mean absolute percentage
error (MAPE) to evaluate the point prediction performance. RMSE and MAPE reflect the
degree of difference between predicted runoff series and observed runoff series. The smaller
the value of RMSE and MAPE, the higher the accuracy of point prediction. The formulas of
RMSE and MAPE are as follows, respectively:

MAPE =
1
T

T

∑
t=1

∣∣∣y′ − yobs
t

∣∣∣
yobs

t
(22)

RMSE =

√√√√ 1
T

T

∑
t=1

(
yobs

t − yp
t

)2
(23)

where yobs
t is the observed value at time t, yp

t is the predicted value at time t, T is the
length of the predicted runoff sequence and yobs is the average value of the observed
runoff sequence.

3.2. Evaluation Metric of Interval Prediction

In order to evaluate the interval prediction performance of models, the prediction
interval coverage probability (PICP), the prediction interval normalized average width
(PINAW) and the coverage-width-based standard (CWC) were used in this study. The PICP
represents the probability that the observed value will eventually fall into the predicted
interval. The larger the PICP, the more values there are within the predicted range. The
valid interval prediction of PICPα should be greater than the preset confidence level α;
otherwise, it is an invalid prediction, and PICPα is defined as follows:

PICPα =
1
T

T

∑
t=1

γα
t (24)

γα
t =

{
1, yt ∈ [Lα

t , Uα
t ]

0, yt /∈ [Lα
t , Uα

t ]
(25)

where Lα
t and Uα

t are the lower and upper bounds of the predicted interval, respectively,
with the preset confidence level α at time t.

PINAW is another important metric for evaluating interval predictions. It is used to
measure the proportion of the width of the prediction interval to the difference between the
maximum and minimum values of the observed runoff sequence. The formula for PINAW
is as follows:

PINAWα =
1
T

T

∑
t=1

Uα
t ,−Lα

t ,
D

(26)

where D is the difference between the maximum value and the minimum value of the
observed runoff sequence.

Using PICP as the only evaluation metric for interval prediction is not reasonable, as it
can be improved by increasing the width of the predicted interval. An excessively wide
prediction interval cannot convey effective uncertain information to decision-makers. The
ideal interval prediction model should achieve a small PINAWα when PICPα is larger than
α. Under the premise of effective interval prediction, the narrower the predicted interval,
the more information it can provide. PINAWα and PICPα are not independent of each
other, and an increase in PINAW may cause an increase in PICPα and vice versa. Therefore,
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the coverage-width-based criterion (CWCα) that considers both PICPα and PINAWα was
selected as a comprehensive measure for interval prediction. The smaller the CWCα of
interval prediction, the better the interval prediction performance. The formula of CWCα

is as follows:
CWCα = PINAWα + ξ(PICPα)e−µ(PICPα−α) (27)

ξ(PICPα) =

{
0, PICPα ≥ α
1, PICPα < α

(28)

where µ is the scaling factor that amplifies the difference between PICPα and α when the
PICP is less than the confidence level of α; otherwise, the value of CWC is equal to the
value of PINAW.

3.3. Quantifying Indicators of Quantile Crossing Degree

This study used the constraint score (CS) to quantify the degree of quantile crossing.
If the value of CS is equal to 0, it indicates that the quantiles predicted by the model have
not undergone quantile crossing. If the value of CS is greater than 0, it indicates that the
quantiles predicted by the model have undergone quantile crossing. The larger the CS, the
more serious the crossing problem in quantile prediction. The definition of CS is as follows:

CS =

√√√√2τ̃

T

T

∑
t=1

M−1

∑
m=1

α2
t,m (29)

αt,m =

{
0, P̂t(τm) ≤ P̂t(τm+1)
P̂t(τm)− P̂t(τm+1), P̂t(τm) > P̂t(τm+1)

(30)

τ̃ = τm+1 − τm (31)

where P̂t(τm) is the predicted value of the mth quantile at time t.

3.4. Evaluation Metric of Probability Density Prediction

The continuous ranking probability score (CRPS) was used as the probability density
prediction evaluation metric in this study. The smaller the CRPS, the better the probability
density prediction performance. The definition of CRPS is as follows:

CRPS =
1
T

T

∑
t=1

∫ +∞
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where p(x) is the probability density function of x, and F
(
yP

t
)

is the cumulative distribution
function of yt.

4. Case Study
4.1. Study Area and Data

The upstream region of the Yangtze River was taken as the study area. The upper reach
of the Yangtze River is the reach from the source of the Yangtze River to Yichang, Hubei
Province, China. The river is 4505 km long, with a drainage area of 1 million km2. The upper
reaches of the Yangtze River have considerable falls, deep gorges, numerous tributaries and
abundant precipitation. The average annual precipitation is about 1100 mm. The average
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annual water volume at the outlet of Yichang station is 451 billion m3, accounting for about
50% of the water volume of the Yangtze River flowing into the sea.

In this study, daily runoff data were collected from Yichang Station, Zhutuo Station
and Pingshan Station, located in the upper reaches of the Yangtze River, as experimental
data. The locations of the study watershed and stations are shown in Figure 4. The statistical
information of these daily runoff data is shown in Table 1. The first 75% of all data were
used as the training set, and the remaining 25% were used as the test set. Three daily runoff
datasets are shown in Figure 5.
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Table 1. Statistical information of three datasets.

Dataset Station Time Mean Maximum Minimum Standard
Deviation

Dataset 1 Zhutuo 1 January 2000–31 December 2007 8283.83 37,400 2180 6325.06
Dataset 2 Yichang 1 January 1996–31 December 2003 13,781.37 61,700 2950 11,377.50
Dataset 3 Pingshan 1 January 2003–31 December 2010 4516.427 20,800 1180 3612.90

In this study, the MIC introduced above was used to quantify the correlation between
historical runoff and current runoff, and historical runoff with an MIC value greater than
0.85 was selected as the input feature of the model. The calculation results of the MIC are
shown in Table 2. The historical runoff selected as the model input feature is highlighted by
gray filling. The number of model inputs for all models in dataset 1, dataset 2 and dataset 3
is 7, 5 and 6, respectively. The reason why this article uses three different time periods from
three hydrological stations is that the length of the historical runoff series used as input
for all models on the three datasets is inconsistent. Then, we can compare and analyze the
impact of different quantities of model inputs on the training time of the same model.

Table 2. MIC values between historical runoff and current runoff.

Dataset yt−1 yt−2 yt−3 yt−4 yt−5 yt−6 yt−7 yt−8 yt−9 yt−10

Dataset 1 0.969 0.940 0.909 0.887 0.874 0.861 0.852 0.841 0.827 0.815
Dataset 2 0.977 0.937 0.909 0.881 0.866 0.842 0.818 0.799 0.777 0.752
Dataset 3 0.960 0.931 0.905 0.884 0.870 0.855 0.841 0.829 0.822 0.819

Note: The historical runoff selected as the model input feature is highlighted by gray filling.
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4.2. Experimental Design and Parameter Settings

The SMGM-NCQR model proposed in this article is a combined model based on the
RNN model and probabilistic model. This type of combined model has been proven to
be better than a single probabilistic model, for example, the combination models of GPR
and RNN models [21], the combination models of DeepAR and RNN models [26] and the
combination models of QR and RNN models [37]. Both RNN models and probabilistic
models have a substantial impact on the performance of the combined model. This case
study involved the completion of the following three tasks:

Task I: The different probabilistic models GPR, DeepAR, QR and NCQR proposed in
this article were combined with the most common RNN model GRU to construct GRU-GPR,
GRU-DeepAR, GRU-QR and GRU-NCQR, respectively, and comparisons were made in
terms of four aspects, point prediction performance, interval prediction performance, prob-
ability density prediction performance and the degree of quantile crossing, to verify that
the performance of the combination model based on NCQR is better than the combination
model based on other probability models.

Task II: The different recurrent neural networks, GRU, MGM and SMGM, proposed in
this article and NCQR were utilized to construct GRU-NCQR, MGM-NCQR and SMGM-
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NCQR, respectively, which were compared in terms of four aspects: point prediction perfor-
mance, interval prediction performance, probability density prediction performance and
training time. The impact of different RNN models on NCQR-based models was compared.

Task III: The probability density curve predicted by SMGM-NCQR is displayed. For
QR-based models and NCQR-based models, the outputs of these models are 19 quantiles
with an interval of 0.05 between 0 and 1. KDE converts these predicted quantiles into
continuous PDFs. GPR-based models and DeepAR-based models assume that daily runoff
follows a Gaussian distribution and directly predict the parameters of the Gaussian distri-
bution, namely mean and variance. By incorporating the predicted mean and variance into
the Gaussian density function, the predicted PDFs can be obtained.

All model parameters were set using grid search results or commonly used values. To
ensure a fair comparison, some of the same parameters in these models were equal. The
batch size of all models was set to 64. In addition, all models were trained using the Adam
optimizer with 100 epochs and a learning rate of 0.002. The parameter details of the six
models in this article are shown in Table 3. Due to the randomness of the neural network
model parameter initialization and training process, each model was run 10 times, and the
average value was taken as the final result. In this study, all models were implemented
based on the “pytorch 1.12.0” framework and the “scikit learn 1.1.1” package and run on a
computer with an Intel (R) Core (TM) 3.60 GHz i7-9700 K CPU (Santa Clara, CA, USA) and
NVIDIA GeForce GTX 1660 Ti (Santa Clara, CA, USA).

Table 3. The parameter details of the six models.

Model Parameter Value

GRU-GPR

number of GRU layer nodes 32
number of GRU layers 4
GPR kernel function Rational quadratic kernel

number of output layer nodes 2

GRU-DeepAR
number of GRU layer nodes 32

number of GRU layers 4
number of output layer nodes 2

GRU-QR
number of GRU layer nodes 32

number of GRU layers 4
number of output layer nodes 19

GRU-NCQR
number of GRU layer nodes 32

number of GRU layers 4
number of output layer nodes 20

MGM-NCQR
number of MGM layer nodes 32

number of MGM layers 4
number of output layer nodes 20

SMGM-NCQR
number of SMGM layer nodes 32

number of SMGM layers 4
number of output layer nodes 20

KDE
K-fold cross-validation in grid search for KDE bandwidth 5

bandwidth range for KDE in grid search (400, 450, 1)

4.3. Experimental Results and Comparative Analysis
4.3.1. Task I: Evaluation of Probability Models in the Combined Model

(1) It can be seen from Table 4 that GRU-DeepAR has the worst point prediction
performance, with its RMSE and MAPE being 1045.69 m3/s and 7.29%, respectively.
The RMSE and MAPE of GRU-GPR are 1023.14 m3/s and 6.35%, which are 9.67% and
12.9% higher than those of GRU-DeepAR, respectively. The RMSE and MAPE of GRU-QR
are 955.81 m3/s and 6.06%, respectively, and the RMSE and MAPE of GRU-NCQR are
949.98 m3/s and 5.86%, respectively. The experimental results indicate that GRU-NCQR
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has the smallest RMSR and MAPE, which means that GRU-NCQR has the best point
prediction accuracy. In dataset 2 and dataset 3, the same conclusion can be obtained.

Table 4. Point prediction evaluation metrics of four models in Task I.

Models
Dataset 1 Dataset 2 Dataset 3

RMSE
(m3/s)

MAPE
(%)

RMSE
(m3/s)

MAPE
(%)

RMSE
(m3/s)

MAPE
(%)

GRU-GPR 1023.14 6.35 1460.83 5.68 381.39 5.41
GRU-DeepAR 1132.67 7.29 1536.66 6.88 412.01 5.93

GRU-QR 955.81 6.06 1411.95 5.20 357.34 5.24
GRU-NCQR 949.98 5.86 1363.40 4.96 352.01 5.07

(2) It can be seen from Table 5 that the PICP of all interval predictions for all models
on three datasets is greater than the corresponding confidence level. Taking dataset 1 as
an example, the PICP90% values of GRU-DeepAR, GRU-GPR, GRU-QR and GRU-NCQR
are 0.9406, 0.9461, 0.9309 and 0.9448, respectively. The PICP80% values of GRU-DeepAR,
GRU-GPR, GRU-QR and GRU-NCQR are 0.9199, 0.8894, 0.8287 and 0.8240, respectively.
The PICP70% values of GRU-DeepAR, GRU-GPR, GRU-QR and GRU-NCQR are 0.8978,
0.7776, 0.7693 and 0.7127, respectively.

Table 5. Interval prediction evaluation metrics of the four models in Task I.

Models Metrics
Dataset 1 Dataset 2 Dataset 3

90% 80% 70% 90% 80% 70% 90% 80% 70%

GRU-GPR
PICP 0.9406 0.9199 0.8978 0.9504 0.0872 0.8829 0.9655 0.9241 0.8966

PINAW 0.1387 0.1081 0.0874 0.1119 0.0872 0.0705 0.1074 0.0780 0.0631
CWC 0.1387 0.1081 0.0874 0.1119 0.0872 0.0705 0.1074 0.0780 0.0631

GRU-DeepAR
PICP 0.9461 0.8894 0.7776 0.9380 0.8815 0.8182 0.9448 0.8993 0.7917

PINAW 0.1000 0.0670 0.0631 0.0842 0.0656 0.0530 0.0749 0.0583 0.0472
CWC 0.1000 0.0670 0.0631 0.0842 0.0656 0.0530 0.0749 0.0583 0.0472

GRU-QR
PICP 0.9409 0.8523 0.7693 0.9159 0.8333 0.7479 0.9434 0.8428 0.7697

PINAW 0.0826 0.0497 0.0375 0.0658 0.0432 0.0350 0.0723 0.0480 0.0374
CWC 0.0826 0.0497 0.0375 0.0658 0.0432 0.0350 0.0723 0.0480 0.0374

GRU-NCQR
PICP 0.9448 0.8204 0.7127 0.9187 0.8292 0.7507 0.9641 0.8510 0.7379

PINAW 0.0801 0.0379 0.0369 0.0677 0.0417 0.0322 0.0714 0.0457 0.0355
CWC 0.0801 0.0379 0.0369 0.0677 0.0417 0.0322 0.0714 0.0457 0.0355

In dataset 1, the PINAW90%, PINAW80% and PINAW70% of GRU-GPR are 0.1387, 0.1081
and 0.0874, respectively, which are the maximum values among all compared models, indi-
cating that GRU-GPR has the largest prediction interval. The PINAW90%, PINAW80% and
PINAW70% of GRU-GPR are 0.1000, 0.0670 and 0.0631, respectively. Compared with GRU-
DeepAR and GRU-GPR, GRU-QR reduces PINAW90% by 39.64% and 13.27%, PINAW80%
by 53.6% and 25.1% and PINAW70% by 56.67% and 39.94%, respectively. The results in-
dicate that when predicting an unknown probability distribution, GPR and DeepAR as
parametric methods provide a more conservative prediction interval compared to QR as a
non-parametric method. That is, at the same confidence level, the prediction intervals of
GRU-DeepAR and GRU-GPR are wider than that of GRU-QR. The PINAW90%, PINAW80%
and PINAW70% values of GRU-NCQR are 0.0801, 0.0379 and 0.0369, respectively, and the
width of the interval prediction is smaller than those of the other comparison models in
this task. In dataset 2 and dataset 3, GRU-NCQR also achieved the narrowest predicted
interval and was compared with other models of Task I.

According to the definition of CWC, when the interval prediction PICP is greater than
the corresponding confidence level, the penalty term is 0, so the CWC is equal to PINAW.
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In short, the CWC of GRU-NCQR is smaller than those of the other comparison models in
the three datasets, and GRU-NCQR can provide suitable interval prediction.

(3) From Table 6, it can be seen that the CS of GRU-GPR and GRU-DeepAR in all
datasets is 0. This indicates that neither the GRU-GPR model nor the GRU-DeepAR model
has quantile crossing. This is because GRU-GPR and GRU-DeepAR directly output the
two parameters of the Gaussian distribution, namely mean and variance, and then directly
obtain the Gaussian density function. The quantiles are obtained from the Gaussian density
function, so there is no quantile crossing. GRU-QR can achieve better point prediction per-
formance and interval prediction performance compared to GRU-GPR and GPR-DeepAR,
but the CS of GRU-QR is not 0, indicating that GRU-QR has quantile crossing in the three
datasets, which violates the monotonicity of conditional quantiles and seriously damages
the reliability of prediction results. However, the CS of GRU-NCQR is 0 in all three datasets,
indicating that NCQR ensures that the distance between any adjacent quantiles is greater
than 0 by reconstructing the output of the QR to avoid quantile crossing.

Table 6. Quantifying indicators of quantile crossing degree for the four models in Task I.

Model
CS

Dataset 1 Dataset 2 Dataset 3

GRU-GPR 0 0 0
GRU-DeepAR 0 0 0

GRU-QR 267.71 425.36 124.15
GRU-NCQR 0 0 0

(4) According to Table 7, from dataset 1 to dataset 3, the CRPS values of GPU-GPR were
382.62, 539.07 and 177.90, respectively, which were the maximum values in each dataset,
indicating that the probability density performance of GRU-GPR was the worst. The
CRPS values of GRU-QR in the three datasets were 275.79, 401.60 and 141.28, respectively.
Compared with GRU-DeepAR, they decreased by 10.25%, 8.79% and 7.65%, respectively.
Compared with GRU-GRR, they decreased by 27.92%, 25.61% and 20.58%, respectively.
The experimental results show that the probability density prediction performance of
GRU-QR was higher than those of GRU-GPR and GRU-DeepAR because models based on
GRP or DeepAR can only generate a Gaussian distribution function or Gaussian density
function, and there may be significant differences between the actual distribution of runoff
and Gaussian distributions. Meanwhile, QR and KDE are non-parametric models that
can generate any form of probability distribution. The CRPS values of GRU-NCQR in the
three datasets were 270.49, 389.40 and 138.42, respectively, which represent reductions of
5.30, 12.20 and 2.86 compared to GRU-QR, indicating that GRU-NCQR effectively avoids
quantile crossing while improving the accuracy of probability density prediction.

To sum up, the various evaluation metrics of the combination model based on NCQR
are better than those based on GPR, DeepAR and QR. This also verifies that in the combined
model, NCQR achieves more reliable and excellent prediction performance compared to
other probabilistic prediction models.

Table 7. Probability density prediction evaluation metric CRPS of the four models in Task I.

Models
CRPS

Dataset 1 Dataset 2 Dataset 3

GRU-GPR 382.62 539.07 177.90
GRU-DeepAR 307.30 440.29 152.99

GRU-QR 275.79 401.60 141.28
GRU-NCQR 270.49 389.40 138.42
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4.3.2. Task II: Evaluation of RNN Models with NCQR-Based Models

The experimental results of Task I indicate that the model based on NCQR has a
higher reliability and accuracy compared to the model based on other common probability
models. In addition to probabilistic methods, RNN models that extract model input features
also have a significant impact on the performance of NCQR-based models. This task
involved comparing GRU-NCQR, MGM-NCQR and SMGM-NCQR to evaluate the impact
of different RNN models on NCQR-based models.

(1) As shown in Table 8, in dataset 1, the RMSE of SMGM-NCQR is 916.78 m3/s,
representing reductions of 1.73% and 3.50%, respectively, compared with MGM-NCQR
and GRU-NCQR. The MAPE of SMGM-NCQR is 4.87%, representing reductions of 8.11%
and 16.89%, respectively, compared with MGM-NCQR and GRU-NCQR. This shows that
the point prediction accuracy of SMGM-NCQR is higher than those of MGM-NCQR and
GRU-NCQR because SMGM-NCQR achieves the smallest RMSE and smallest MAPE in
Task II. The same conclusion can be obtained in dataset 2 and dataset 3. This indicates that
compared to MGM and GRU, SMGM not only has a simpler model structure but can also
better extract effective information from model inputs. Figure 6 shows the point prediction
results of all models in Task II for the test sets of three datasets. In order to compare the point
prediction results of different models more clearly, Figure 7 shows the point prediction
results of all models in Task II for the first flood season of the three test sets, which is from
June 10th to September 10th in the first year of each test set. From Figures 6 and 7, it can be
observed that the severity of the lag phenomenon in SMGM-NCQR is lower than those
of other comparative models, and the predicted runoff of SMGM-NCQR is closer to the
actual observed runoff. These indicate that SMGM-NCQR has better performance in runoff
point prediction.

Table 8. Point prediction evaluation metrics of four models in Task II.

Models

Dataset 1 Dataset 2 Dataset 3

RMSE
(m3/s)

MAPE
(%)

RMSE
(m3/s)

MAPE
(%)

RMSE
(m3/s)

MAPE
(%)

GRU-NCQR 949.98 5.86 1363.40 4.96 352.01 5.07
MGM-NCQR 933.01 5.30 1347.63 4.77 346.78 4.66

SMGM-NCQR 916.78 4.87 1324.00 4.54 338.20 4.54

(2) As shown in Table 9, the PICP of all interval predictions for all models in the
three datasets is greater than the corresponding confidence level, indicating that the results
of interval prediction are valid.

In dataset 1, taking the interval prediction with the 90% confidence level as an example,
the PINAW90% of SMGM-NCQR is 0.0660, which is a reduction of 11.76% compared with
MGM-NCQR and a reduction of 17.60% compared with GRU-NCQR. This shows that
the predicted interval of SMGM-NCQR is narrower than those of MGM-NCQR and GRU-
NCQR. In dataset 2, the PINAW90%, PINAW80% and PINAW70% of SMGM-NCQR are 0.0601,
0.0386 and 0.0601, respectively; the PINAW90%, PINAW80% and PINAW70% of MGM-NCQR
are 0.0638, 0.0400 and 0.0298, respectively; and the PINAW90%, PINAW80% and PINAW70%
of GRU-NCQR are 0.0677, 0.0417 and 0.0322, respectively, which shows that SMGM-
NCQR has achieved the smallest PINAW in interval prediction at the three confidence
levels. In dataset 3, similar conclusions can be obtained. The SMGM-NCQR achieves the
narrowest interval width in the interval prediction in all three datasets while meeting the
corresponding confidence level. This indicates that, compared with MGM-NCQR and
GRU-NCQR, the prediction interval of SMGM-NCQR can provide more information to
decision-makers at the same confidence level.
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The values of CWC and PINAW are numerically equal because the PICP of all interval
predictions for all models in the three datasets is greater than the corresponding confidence
level. The same conclusion as that for PINAW can be drawn, which is that the CWC of GRU-
NCQR in Task II is the smallest. Figure 7 shows predicted intervals of SMGM-NCQR with
confidence levels of 90%, 80% and 70% during the flood season of the first year in the test
set of three datasets. From Figure 8, it can be seen that most observation points are within
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the prediction interval with a 70% confidence level, and the interval width is relatively
narrow, indicating that MGM-NCQR can provide an appropriate prediction interval.

Table 9. Interval prediction evaluation metrics of the three models in Task II.

Models Metrics
Dataset 1 Dataset 2 Dataset 3

90% 80% 70% 90% 80% 70% 90% 80% 70%

GRU-NCQR
PICP 0.9448 0.8204 0.7127 0.9187 0.8292 0.7507 0.9641 0.8510 0.7379

PINAW 0.0801 0.0379 0.0369 0.0677 0.0417 0.0322 0.0714 0.0457 0.0355
CWC 0.0801 0.0379 0.0369 0.0677 0.0417 0.0322 0.0714 0.0457 0.0355

MGM-NCQR
PICP 0.9351 0.8412 0.7279 0.9215 0.8168 0.7410 0.9600 0.8524 0.7545

PINAW 0.0748 0.0478 0.0359 0.0638 0.0400 0.0310 0.0671 0.0429 0.0326
CWC 0.0748 0.0478 0.0359 0.0638 0.0400 0.0310 0.0671 0.0429 0.0326

SMGM-NCQR
PICP 0.9006 0.8204 0.7569 0.9229 0.8003 0.7066 0.9462 0.8234 0.7052

PINAW 0.0660 0.0435 0.0327 0.0601 0.0386 0.0298 0.0654 0.0407 0.0312
CWC 0.0660 0.0435 0.0327 0.0601 0.0386 0.0298 0.0654 0.0407 0.0312

(3) From Table 10, it can be seen that the CRPS of SMGM-NCQR in dataset 1 is 252.69,
representing reductions of 3.11% and 6.59%, respectively, compared to MGM-NCQR and
GRU-NCQR, which shows that SMGM-NCQR achieves the smallest CRPS in dataset 1. In
dataset 2, the CRPS of SMGM-NCQR is 358.29, which is smaller than the CRPS of other
comparison models. In dataset 3, the CRPS of SMGM-NCQR is 127.85, which is also the
smallest CRPS. The results show that the probability density prediction performance of
SMGM-NCQR is better than those of MGM-NCQR and GRU-NCQR.

Table 10. Probabilistic density evaluation metric of the three models in Task II.

Models
CRPS

Dataset 1 Dataset 2 Dataset 3

GRU-NCQR 270.49 389.40 138.42
MGM-NCQR 260.79 372.60 132.10

SMGM-NCQR 252.69 358.29 127.85

(4) As shown in Table 11, the training time of GRU-NCQR in the three datasets is
255 s, 198 s and 225 s, while the training time of MGM-NCQR in the three datasets is 198 s,
155 s and 174 s, respectively. Compared with the training time of GRU-NCQR, the training
time of MGM-NCQR is reduced by 57 s, 43 s and 41 s, respectively. The reason is that
the MGM model with only one gate has fewer parameters than the GRU model with two
gates. The training time of SMGM-NCQR in the three datasets is 176 s, 139 s and 159 s,
respectively, which are the minimum values in each dataset. This is attributed to SMGM
simplifying the structure of MGM and further reducing the number of model parameters.
As shown in Table 8, the number of model inputs for all models in dataset 2, dataset 3 and
dataset 1 increases accordingly, with values of 5, 6 and 7, respectively. At the same time,
the difference in training time between SMGM-NCQR and MGM-NCQR increases as the
number of model inputs increases. This indicates that the difference in training time caused
by a decrease in the number of model parameters will increase as the number of model
inputs increases.
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Table 11. Training time of three models in Task II.

Models
Training Time (s)

Dataset 1 Dataset 2 Dataset 3

GRU-NCQR 255 198 225
MGM-NCQR 198 155 174

SMGM-NCQR 176 139 159
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In summary, SMGM-NCQR spends the least training time and obtains the best predic-
tion performance in all datasets.

4.3.3. Task III: Displaying the Probability Density Curve

The predicted probability density curves of SMGM-NCQR for nine periods selected
at equal intervals in the test set of dataset 1 are shown in Figure 9. The period in Figure 9
represents the sequence number of the predicted runoff time series for the test set of
dataset 1, with a day as the unit. The shapes of these nine probability density curves are not
too wide or too narrow, which shows that these probability density curves are reasonable.
The observed value of period 723 is almost at the peak of the probability density curve. In
periods 1, 91, 362 and 452, the predicted value is near the peak of the probability density
curve, which shows that the model achieves good prediction accuracy in these periods.
The observed values in periods 181 and 272 are far away from the peak of the probability
density curve, which indicates that the model achieves poor prediction accuracy in these
periods. These probability density curves can comprehensively quantify the uncertainty of
future daily runoff and provide more comprehensive and effective information for water
resource planning and utilization.
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5. Conclusions and Discussion

This article proposes a new probability density prediction model based on SMGM-
NCQR and KDE. NCQR reconstructs the outputs of QR to ensure that the difference
between any two adjacent quantiles is greater than 0, avoiding the occurrence of quantile
crossing. In order to apply NCQR to prediction tasks of nonlinear daily runoff series, NCQR
is combined with RNN models. In order to shorten the model training time and improve
model accuracy, this paper simplifies the gate of MGM and proposes SMGM. Finally, this
study uses KDE to convert the quantiles predicted by SMGM-NCQR into continuous PDFs.
From the analysis of the experimental results, it can be concluded that the model proposed
in this article has the following advantages:

(1) The NCQR proposed in this article avoids the common quantile crossing observed in
QR-based models. At the same time, the prediction performance of the model based
on NCQR is superior to that of models based on other probabilistic models.

(2) Among RNN models combined with NCQR, SMGM achieves the best predictive
performance with the least training time compared to MGM and GRU. This indicates
that SMGM not only has a simpler model structure but also has a better ability to
extract effective information from model inputs compared with MGM and GRU.

(3) The new model based on SMGM-NCQR and KDE proposed in this article can effi-
ciently obtain reliable and accurate probability density predictions of future daily
runoff. While providing high-precision point predictions, it comprehensively quanti-
fies the uncertainty of predictions, which can provide rich information for decision-
makers in water conservancy systems.

However, our model has the following shortcomings:

(1) The input of the proposed SMGM-NCQR only includes historical runoff and does not
consider other factors such as precipitation, daily maximum and minimum tempera-
ture. The probability density prediction model for daily runoff considering meteoro-
logical data is one of our future research directions.

(2) The parameters of SMGM-NCQR are calibrated based on the relationship between
historical runoff and target runoff, ignoring the formation process of runoff. Although
SMGM-NCQR has good probability density prediction performance, it is physically
unknown and lacks interpretability. Improving the interpretability of SMGM-NCQR
while maintaining high prediction accuracy is also one of our future research directions.
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