Simulation of Diurnal Evolution of Evaporation Zone during Soil Drying after Rainfall
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Abstract: To better understand processes involved in the evaporative drying of the soil, simulations on the dynamics of the evaporation zone, condensation zone, and dry surface layer (DSL) were conducted during a 10-day drying event under diurnal atmospheric conditions. Simulated water contents and soil temperatures matched well with the measured data in the lysimeter. Surface evaporation predominantly occurred during the early period each day, while subsurface evaporation dominated during the remaining part of the day. The evaporation zone presented a distinctly diurnal pattern, moving toward the deeper soil layer during the daytime and back toward the soil surface during the nighttime. The DSL and condensation zone, located immediately above and below the evaporation zone, respectively, also presented diurnal patterns following those of the evaporation zone. As soil drying progressed, both the position of the evaporation zone within the profile and the DSL width exhibited an overall increasing trend, reaching about 4.9 mm by the end of the study period. The occurrence of condensation zones was limited to the daytime when there was a downward surface temperature gradient present. Diurnal patterns observed in both evaporation zones and DSL could potentially be determined by quantifying changes in the near-surface profile’s soil water content, relative humidity, pressure head, and vapor density.
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1. Introduction

Accurate characterization of energy and mass transport in soils during evaporative drying is essential for a better understanding of hydrological processes and many applications in environmental, agricultural, and engineering fields. Bare soil evaporation is a key component both of water and energy balances in semi-arid or arid regions, influencing the development of the atmospheric boundary layer and, therefore, influencing climate change [1–3]. Understanding the mechanisms underlying evaporation during drying processes holds significant importance for various applications, such as food processing and preservation, the production of ceramics and paper, eye and skin care, and numerous construction activities [4,5]. In the field of drying technology, it has been widely recognized that the development and location of drying in a porous medium are dependent on the balance between the liquid water, water vapor, and heat transport processes.

The soil water evaporation is affected by both atmospheric conditions (e.g., air temperature, solar radiation, relative humidity, and wind speed) and soil physical and chemical properties (soil type, pore size, solute composition and content, and thermal and hydraulic conductivities). The rate of evaporation is influenced by complex displacement behaviors involved in mass and energy transfer during soil drying, including liquid water flow, water vapor diffusion, and phase change. Soil water evaporation is often divided into two stages, starting with a relatively high and constant evaporation rate (stage 1) controlled by the
land–atmospheric boundary condition, followed by a lower rate (stage 2) controlled by soil hydraulic and thermal properties [6–8]. During stage 1, water is available at the soil surface, and the evaporation rate is close to the rate of evaporation from open water [9]. Most of the surface net radiation is rapidly consumed as latent heat from vaporization during stage 1. Water content at the soil surface decreases with continuous soil drying, and when it reaches a critical value, stage 1 evaporation ends and stage 2 evaporation begins, with the rate of evaporation lower than the potential rate [9]. Unlike stage 1, during which evaporation takes place at the soil surface, during stage 2, evaporation occurs at depths just below the soil surface since water at the soil surface is not available anymore [4]. This results in the formation of a dry surface layer (DSL), which is easily observed in fields by the color contrast between dry and wet soil. The vaporization of liquid water occurs at the bottom of DSL, which has been confirmed by recent laboratory and numerical studies [10–13]. This shift of the drying front (or evaporation front) from surface to subsurface also has an important impact on the surface energy balance, as the energy used for vaporization must be transferred from the soil surface to the position of subsurface evaporation. The location of drying (or evaporation) is controlled by the balance between the transfer rates of liquid water, water vapor and heat, which has been discussed in a few studies [4,14–17].

Several researchers have attempted to better elucidate the dynamics of the evaporation zone during soil drying by using advanced measurement approaches with fine-scale measurement resolution. Heitman et al. [18,19] developed a measurement approach for determining in situ soil water evaporation dynamics by using heat-pulse probes. Following the method developed by Heitman, Deol et al. [16] determined the millimeter-scale subsurface evaporation profiles by using eleven-needle heat pulse probes in the soil column over a drying event.

Since there exists an undetectable zone from the soil surface to the first sensor needle [20], which can cause underestimation of soil evaporation, and a very small (e.g., ≤1.0 mm) sensor spacing near the soil surface is needed to capture vaporization/condensation dynamics within the DSL [21], numerical simulations are often used to evaluate the evolution of evaporative drying processes in the highly dynamic near-surface layer, mainly based on the coupled theory of heat, liquid water, and water transport in the porous media developed by Philp and de Vries (henceforth PDV) and on its modified versions [22–26]. Novak [11] conducted a numerical analysis of evaporation zone dynamics in a bare silt-loam soil under field conditions and observed that the evaporation zone near the soil surface displayed a strong diurnal pattern superimposed on changes associated with the progressive soil drying. The simulation conducted by Novak was based on the PDV model; however, it did not account for the influence of the conventional transfer of soil heat and water on the evaporation process. Therefore, he emphasized the imperative need to continue with a coupled model that incorporates all possible transport mechanisms. Gran [12] conducted evaporation process modeling and observed that the subsurface evaporation rate profile should include the condensation zone located below the evaporation zone, which was not reported in some recent research [11,16,20].

The establishment of the structure and diurnal dynamics of the soil evaporation zone throughout the entire process, from wetting to drying, is essential. This study aims to assess the diurnal dynamics of DSL, evaporation zone, condensation zone, and related variables during soil evaporative drying. To achieve this objective, simulations were conducted on bare field soil under diurnal atmospheric conditions over a 10-day period. The transport mechanisms of heat and water in the soil were described by the extended PDV model, including the movement of liquid water and water vapor driven by both pressure head and soil temperature gradients, the movement of heat by conduction, the convection of sensible heat by liquid water and vapor flow, and the transfer of latent heat by diffusion of water vapor. Simulated values were compared with observed data on lysimeter soil water content and temperature for one year.
2. Materials and Methods

2.1. Study Site

The observation data used in this study were taken from a lysimeter at the Hanwang Hydrology and Water Resources Experimental Station (HHWES) in the Huaihe River Plain region of China. The strata of the experimental station consist of loose deposits from the Quaternary system, characterized by a surface layer of sandy loam soil. The depth of these deposits generally does not exceed 15 m. Typically, the groundwater level in this area remains within 3 m. The climate at HHWES (34°11′ N, 117°18′ E) is a semi-humid temperate continental monsoon with a mean annual temperature and precipitation of 15.5 °C and 750 mm, respectively. Most precipitation (60% to 80%) occurs during the summer from June to September. The surface of the lysimeter was bare during the simulation period, with no need to consider the effect of vegetation. The soil in the lysimeter was homogeneous sandy loam with a dry density of 1.42 g cm\(^{-3}\) and an average particle size of 0.063 mm.

The volumetric water content and matric potential (i.e., pressure head) were monitored by a neutron moisture meter and the tensiometer at depths of 10, 30, 50, 70, and 90 cm, respectively. There was an aluminum alloy tube with a diameter of 44.5 mm in the center of the lysimeter soil column, which was a neutron moisture meter tube. The soil moisture content can be converted based on the readings measured by a neutron meter. A neutron moisture meter employs the neutron scattering technique, which is considered the most accurate technique for measuring the volumetric soil moisture content [27]. There was a subsurface observation room around the lysimeter to collect data on surface runoff, groundwater evaporation, and recharge to groundwater for the lysimeter. Within this observation room, the readings from the tensiometer were recorded. To maintain consistency throughout the simulation period, the water table of the lysimeter was regulated by means of a Marriott bottle located inside the observation room, ensuring a constant depth of 100 cm below the soil surface.

Regularly observed meteorological variables at HHWES included air temperature, soil temperature, precipitation, solar radiation, wind speed, sunshine hours, and pan evaporation. The soil temperatures were observed at depths of 0, 5, 10, 15, and 20 cm below the soil surface at the same soil type and surface elevation as the lysimeter. In this study, we used these temperature data to represent the temperature condition in the lysimeter. The water content was measured once every 10 days from November to March and every 5 days from April to October during a one-year period, with increased observations before and after rainfall events. Other terms were measured one time, at least once each day, according to the observation rules of the corresponding terms.

2.2. Water Flow Equations

Based on the extended PDV theory, the governing equation of the one-dimensional water flow in the soil under variably saturated, non-isothermal conditions can be expressed as [20,22]:

\[
\frac{\partial (\theta_L + \theta_v)}{\partial t} = -\frac{\partial q_w}{\partial z} = -\frac{\partial q_L}{\partial z} - \frac{\partial q_v}{\partial z},
\]

where \(\theta_L\) is the volumetric liquid water content (m\(^3\) m\(^{-3}\)); \(\theta_v\) is the volumetric water vapor content (expressed as an equivalent water content, \(\rho_v \theta_{air}/\rho_l\), m\(^3\) m\(^{-3}\)); \(\theta_{air}\) is volumetric air content (m\(^3\) m\(^{-3}\)); \(\rho_v\) and \(\rho_l\) represent the densities of liquid water and water vapor in soil (kg m\(^{-3}\)) at temperature \(T\) (°C), respectively; \(q_w\) is the total water flux (m s\(^{-1}\)); \(q_L\) and \(q_v\) are the flux densities of liquid water and water vapor (expressed as an equivalent water flux density, m s\(^{-1}\)), respectively; \(t\) is time (s) and \(z\) is the spatial coordinate positive upward (m). The flux densities of liquid water (\(q_L\)) and water vapor (\(q_v\)) driven by pressure head and temperature gradients can be expressed as, respectively:

\[
q_L = q_{TL} + q_{hL} = -D_{TL} \frac{\partial T}{\partial z} - K \left( \frac{\partial h}{\partial z} + 1 \right)
\]
\[ q_v = q_{TV} + q_{hv} = -D_{TV} \frac{\partial T}{\partial z} - D_{hv} \frac{\partial h}{\partial z}, \]

where \( q_{TV} \) and \( q_{hv} \) are the thermal and isothermal liquid water fluxes (m s\(^{-1}\)), respectively; \( q_{TV} \) and \( q_{hv} \) are the thermal and isothermal water vapor fluxes (m s\(^{-1}\)), respectively; \( h \) is the pressure head (m); \( D_{TL} \) (m\(^2\) ◦C\(^{-1}\) s\(^{-1}\)) and \( K \) (m s\(^{-1}\)) are the thermal and isothermal hydraulic conductivities for liquid phase fluxes, respectively; and \( D_{hv} \) (m s\(^{-1}\)) and \( D_{TV} \) (m\(^2\) ◦C\(^{-1}\) s\(^{-1}\)) are the thermal and isothermal hydraulic conductivities for water vapor fluxes, respectively. The details on four hydraulic conductivities and related parameters can be found in Table 1. The saturated hydraulic conductivity \( K_s \) is determined during the pre-simulation stage through a calibration process, yielding a value of 20 cm d\(^{-1}\). The parameters in Table 1 are either known or dependent on temperature and/or water content.

Table 1. Hydraulic conductivities and related parameters.

<table>
<thead>
<tr>
<th>Hydraulic Conductivity</th>
<th>Parameter</th>
<th>Expression/Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K = K_s S_c \left[ 1 - \left( 1 - S_c^{1/m} \right) \right]^m \frac{\mu(T_v)}{\mu(T)} )</td>
<td>Effective liquid saturation ( S_c )</td>
<td>( (\theta_L - \theta_r)/(\theta_L - \theta_r) )</td>
</tr>
<tr>
<td></td>
<td>Porosity connectivity coefficient ( l )</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Dynamic viscosity of liquid ( \mu ) (m² s(^{-1}))</td>
<td>exp(-6.434 - 2414/T + 667.3/T²)</td>
</tr>
<tr>
<td></td>
<td>Gain factor ( G_{uv} )</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Surface tension of soil water ( \gamma ) (g s(^{-2}))</td>
<td>75.6 - 0.1425 T - 2.38 × 10(^{-4}) T²</td>
</tr>
<tr>
<td></td>
<td>Surface tension at 25 ◦C ( \gamma_{25} ) (g s(^{-2}))</td>
<td>71.89</td>
</tr>
<tr>
<td>( D_{TL} = K \left( h_{GwT} \frac{1}{\rho} \frac{\partial y}{\partial T} \right) )</td>
<td>Vapor diffusivity in soil ( D ) (m² s(^{-1}))</td>
<td>( D_{s} \Omega_{air} )</td>
</tr>
<tr>
<td></td>
<td>Tortuosity factor in gas phase ( \Omega )</td>
<td>( \theta_{air}^{2/3} )</td>
</tr>
<tr>
<td></td>
<td>Vapor diffusivity in air ( D_s ) (m² s(^{-1}))</td>
<td>2.12 × 10(^{-5})((T + 273.15)/273.15)²</td>
</tr>
<tr>
<td>( D_{TV} = \frac{D}{\rho} \left( \frac{H_r \frac{\partial \rho_w}{\partial T} - \rho_v \frac{\partial \rho_v}{\partial T}}{\rho_v} \right) )</td>
<td>Density of liquid water ( \rho_l ) (kg m(^{-3}))</td>
<td>1000 - 7.3 × 10(^{-3})(T - 4)(^2)+3.79 × 10(^{-5})(T - 4)(^3)</td>
</tr>
<tr>
<td></td>
<td>Saturation vapor density ( \rho_v ) (kg m(^{-3}))</td>
<td>10(^{-3}) × exp(19.84 - 4975.9/(T + 273.15))</td>
</tr>
<tr>
<td></td>
<td>Relative humidity in soil ( H_r )</td>
<td>exp(hMg/(R/(T + 273.15)))</td>
</tr>
<tr>
<td></td>
<td>Molecular weight of water ( M ) (kg mol(^{-1}))</td>
<td>0.01805</td>
</tr>
<tr>
<td></td>
<td>Gravitation acceleration ( g ) (m s(^{-2}))</td>
<td>9.81</td>
</tr>
<tr>
<td></td>
<td>Universal gas constant ( R ) (J mol(^{-1}) K(^{-1}))</td>
<td>8.314</td>
</tr>
<tr>
<td>( D_{hv} = \frac{D}{\rho} \left( \frac{H_r \frac{M_g \rho_v}{\rho_w} \frac{\partial \rho_v}{\partial T}}{\rho_v} \right) )</td>
<td>Enhancement factor ( \eta )</td>
<td>9.5 + 3θ(_L)/θ(_s) - 8.5exp(-(1 + 2.6/(f(_c)θ(_L)/θ(_r))(^{1/2})))</td>
</tr>
<tr>
<td></td>
<td>Mass fraction of clay ( f_c )</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The mass continuity Equation (1) can be decomposed into two equations, which respectively account for the liquid water and water vapor contents in the soil:

\[ \frac{\partial \theta_L}{\partial t} = \frac{\partial q_L}{\partial z} - \epsilon, \]

\[ \frac{\partial \theta_v}{\partial t} = \frac{\partial q_v}{\partial z} + \epsilon, \]

where \( \epsilon \) is the depth-dependent evaporation or condensation rate (s\(^{-1}\)), and \( E_s (= \epsilon dz) \) is the subsurface evaporation rate (m s\(^{-1}\)) (or the rate of phase change) at each numerical node in the soil column (positive for evaporation and negative for condensation) [10,20].

The soil water retention function, which relates the soil pressure head with the water content, can be described by the van Genuchten model [28]:

\[ \theta_L = \theta_r + (\theta_s - \theta_r) \left[ 1 + a|\theta h|^n \right]^{-m}, \]

where \( \theta_s \) is the saturated water content (m\(^3\) m\(^{-3}\)), \( \theta_r \) is the residual water content (m\(^3\) m\(^{-3}\)), and \( a \) (m\(^{-1}\)), \( n \), and \( m (=1 - 1/n) \) are empirical shape parameters. The van Genuchten function was fitted to the measured water content and pressure head data in the lysimeter,
leading to $\theta_r = 0.078$ (m$^3$ m$^{-3}$), $\theta_s = 0.43$ (m$^3$ m$^{-3}$), $\alpha = 0.036$ (cm$^{-1}$), and $n = 1.28$. The coefficient of determination is 0.87, showing a relatively good fit.

2.3. Heat Transport Equations

The governing equation for the one-dimensional movement of heat in an unsaturated zone is given by [26]:

\[
\frac{\partial S_h}{\partial t} = - \frac{\partial q_h}{\partial z},
\]

(7)

where $S_h$ is the heat storage in the soil (J m$^{-3}$), $q_h$ is the total heat flux density of the soil (J m$^{-2}$ s$^{-1}$). $S_h$ in the unsaturated soil can be expressed as:

\[
S_h = C_s(T - T_r)\theta_n + C_v(T - T_r)\theta_v + C_L(T - T_r)\theta_L + L\theta_v,
\]

(8)

where $C_s$ (=1.92 MJ m$^{-3}$ K$^{-1}$), $C_L$ (=4.18 MJ m$^{-3}$ K$^{-1}$), and $C_v$ (=1.8 MJ m$^{-3}$ K$^{-1}$) are the volumetric heat capacities of dry soil particles, liquid water, and water vapor, respectively; $T_r$ is the arbitrary reference temperature (°C); $\theta_n$ is the volumetric fraction of solid phase (m$^3$ m$^{-3}$); and $L$ (=2.495 $\times$ 10$^9$ – 2.247 $\times$ 10$^9$ T) is the volumetric latent heat of vaporization of water (J m$^{-3}$). $q_h$ can be described as:

\[
q_h = -\lambda \frac{\partial T}{\partial z} + C_v(T - T_r)q_v + C_w(T - T_r)q_L + L_0\theta_v,
\]

(9)

where $\lambda$ is the apparent soil thermal conductivity (W m$^{-1}$ K$^{-1}$), which can be described as a function of soil water content [29]:

\[
\lambda = b_1 + b_2\theta_L + b_3(\theta_L)^{0.5},
\]

(10)

where $b_1$, $b_2$, and $b_3$ are empirical parameters (W m$^{-1}$ K$^{-1}$) (for the sandy loam used in this study: $b_1 = 0.243$, $b_2 = 0.393$, $b_3 = 1.534$).

2.4. Initial and Boundary Conditions

The simulation was conducted in 1991. To minimize the influence of initial soil moisture conditions on the simulation results, pre-simulation (spin-up) processes were used to obtain initial conditions for the soil profile, which is a common method in land surface models [30]. During this process, saturated liquid conductivity $K_s$ was determined by minimizing differences between observed and measured water contents at different depths.

The one-dimensional soil domain extended from the soil surface of the lysimeter to the water table, with a vertical length of 100 cm. Boundary conditions for water flow and heat transfer in the soil were determined by surface precipitation, evaporation, runoff, and heat fluxes. For simulating these processes, atmospheric forcing data, including wind speed, air temperature, sunshine hours, precipitation, and air humidity in 1991, were utilized (Figure 1). More specifically, surface boundary conditions for the water and energy equations are respectively given by [31,32]:

\[
q_w(0,t) = P - R - E
\]

(11)

\[
R_n = H + LE + G,
\]

(12)

where $q_w(0,t)$ is the total water flux across the soil surface (m s$^{-1}$), $P$ represents the rate of precipitation (m s$^{-1}$), $R$ represents the rate of surface runoff (m s$^{-1}$), and $E$ is the surface evaporation rate (m s$^{-1}$) from the soil. $R_n$ is net radiation (W m$^{-2}$), $H$ is the sensible heat flux density (W m$^{-2}$), $LE$ is the latent heat flux density (W m$^{-2}$), and $G$ is the surface heat flux density (W m$^{-2}$). $R_n$ and $G$ are positive downward, while $H$ and $LE$ are positive upward [26]. $R_n$ is defined as:

\[
R_n = R_{ns} + R_{nl} = (1 - a)S_l + \varepsilon_s\sigma(\epsilon_a T_a^4 - T_s^4),
\]

(13)
where $R_{ns}$ and $R_{nl}$ are net shortwave and longwave radiations (W m$^{-2}$), respectively, $a$ is soil albedo (unitless), $S_t$ is incoming (global) shortwave solar radiation (W m$^{-2}$), $\sigma$ is the Stefan Boltzmann constant ($5.6704 \times 10^{-8}$ W m$^{-2}$ K$^{-4}$), $\epsilon_s$ is soil longwave emissivity (unitless), and $\epsilon_a$ is the effective atmospheric emissivity (unitless). The sensible heat flux can be defined as [33]:

$$H = C_a \frac{T_s - T_a}{r_h},$$

(14)

where $C_a$ is the volumetric heat capacity of air (=1200 J m$^{-3}$ K$^{-1}$), $T_s$ and $T_a$ are the temperature (°C) of the soil surface and the air, respectively, and $r_h$ denotes the aerodynamic resistance to heat transfer (s m$^{-1}$). The soil surface evaporation rate can be calculated from the difference between the water vapor densities of the air, $\rho_{vs}$ (kg m$^{-3}$), and the soil surface, $\rho_{vs}$ (kg m$^{-3}$):

$$E = \frac{\rho_{vs} - \rho_{va}}{\rho_v (r_v + r_s)},$$

(15)

where $r_v$ is the aerodynamic resistance to water vapor flow (s m$^{-1}$), and $r_s$ is the soil surface resistance to water vapor flow that acts as an additional resistance along with the aerodynamic resistance (s m$^{-1}$).

**Figure 1.** The observed daily atmospheric data at HHEMS in 1991 included maximum and minimum air temperatures, air relative humidity, wind speed, sunshine hours, and rainfall.

The details on surface water and energy balance components used in Equations (13)–(15) can be found in Simunek et al. [34]. To represent the constant groundwater table, a zero pressure head is set as the lower boundary condition for water. As for the heat transport equation, the lower boundary is expressed as a function of soil temperature, which varies with the day of the year. This function is obtained by fitting the measured temperature data at different depths (from 0 to 320 cm) from HHWES over many years (from 1994 to 1997) to an analytic solution for soil temperature at a specific time and depth [35].

The governing equations of water and heat flow subject to initial and boundary conditions were numerically solved by the HYDRUS-1D code using the finite difference method [34]. The HYDRUS-1D has been widely used in a variety of studies on heat and
water flow in the unsaturated zone [20,26,36,37]. The 100 cm soil profile was divided into 501 elements, with thickness increasing exponentially from the soil surface to the water table. The time step was automatically varying between the minimum and maximum time steps of $1 \times 10^{-6}$ and 0.05 days, respectively.

3. Results and Discussion

3.1. Comparisons between Observed and Simulated Soil Water Contents and Temperatures

In this section, the coupled water and heat transport model was tested by making comparisons between observed and simulated temporal variations in the soil water content and temperature at various depths at HHWES in 1991. The temporal variations in observed and simulated water contents at 10, 30, 50, 70, and 90 cm for the whole year are presented in Figure 2. The simulated soil water contents well matched the observed values at all depths and well captured the important trends, such as rapid increases in the soil water content due to rainfall events and the gradual decrease processes during the subsequent soil drying processes. The simulated and observed water contents both presented more dynamic variations in the upper profile (e.g., at depths of 10 and 30 cm) due to the stronger influence from the atmospheric boundary condition. Conversely, the soil water near the water table (e.g., at depths of 70 and 90 cm) exhibited less variability and remained relatively constant throughout the simulation period because of the impact of the constant water table condition in the lysimeter.

The simulated soil temperatures also closely followed the observed values at depths of 0, 5, 10, 15, and 20 cm during the whole simulation period (Figure 3). Similarly, the soil temperature exhibited more dynamic variations near the soil surface, where it was significantly influenced by atmospheric conditions, displaying a similar trend to that of air temperature (Figure 1). As depth increased, the amplitude of soil temperature decreased due to attenuated energy transport from the soil surface.

![Figure 2](image_url)
Figure 2. Temporal variations in observed and simulated soil water contents at depths of 10, 30, 50, 70, and 90 cm in the 100 cm profile above the water table in 1991.

Figure 3. Cont.
Figure 3. Temporal variations in observed and simulated soil temperatures at depths of 0, 5, 10, 15, and 20 cm in 1991.

3.2. Surface Energy Balance Components

In the subsequent sections, we used this coupled heat and water transport model to further evaluate dynamic processes in the near-surface layer during a drying cycle. Specifically, two rainfall events occurred on days 221 and 223 in 1991, resulting in a
cumulative precipitation amount of 2.53 cm. This was followed by a subsequent period of ten consecutive days without any rainfall from days 224 to 234 (12–22 August 1991), until another rainfall event transpired on day 235. For clarity purposes, we refer to the initiation of soil drying as day 0 in the ensuing discussion, which aligns with day 224 in the year of study. Figure 4 demonstrates the temporal variation in calculated surface energy fluxes during the 10-day drying event, and Table 2 shows the values of surface energy balance components at noon every day. A decrease in surface albedo resulting from moist soil conditions after rainfall could lead to a reduction in reflected shortwave radiation (according to Equation (13)), which eventually resulted in the large value of the net radiation flux during the early period of soil drying (e.g., days 0 and 1). With the drying of soil, net radiation values for days 2 to 10 were primarily influenced by daily sunshine hours (i.e., incoming solar radiation), exhibiting slightly lower values compared to those days 0 and 1, with significantly lower values during days 5 to 7 due to overcast weather conditions. Sensible heat and ground heat fluxes were considerably smaller during the early periods after rainfall since more radiation energy was used to vaporize the liquid water and generally increased with the soil temperature or temperature gradients (Figure 5). The latent heat flux presented a general decreasing trend as the soil progressively dried.

![Figure 4](image_url)  
Figure 4. Diurnal variations in simulated surface net radiation, sensible heat, latent heat, and ground heat fluxes during the 10-day soil drying.

<table>
<thead>
<tr>
<th>Day</th>
<th>0.5</th>
<th>1.5</th>
<th>2.5</th>
<th>3.5</th>
<th>4.5</th>
<th>5.5</th>
<th>6.5</th>
<th>7.5</th>
<th>8.5</th>
<th>9.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net radiation flux</td>
<td>471.0</td>
<td>420.5</td>
<td>355.1</td>
<td>373.8</td>
<td>400.0</td>
<td>213.0</td>
<td>247.0</td>
<td>238.7</td>
<td>366.8</td>
<td>380.6</td>
</tr>
<tr>
<td>Sensible heat flux</td>
<td>63.9</td>
<td>44.8</td>
<td>14.8</td>
<td>63.6</td>
<td>96.5</td>
<td>40.9</td>
<td>47.0</td>
<td>46.7</td>
<td>86.4</td>
<td>109.2</td>
</tr>
<tr>
<td>Latent heat flux</td>
<td>340.9</td>
<td>265.6</td>
<td>118.6</td>
<td>131.0</td>
<td>97.9</td>
<td>64.9</td>
<td>49.8</td>
<td>44.7</td>
<td>61.6</td>
<td>52.3</td>
</tr>
<tr>
<td>Ground heat flux</td>
<td>66.2</td>
<td>110.1</td>
<td>221.7</td>
<td>179.2</td>
<td>205.6</td>
<td>107.2</td>
<td>150.2</td>
<td>147.3</td>
<td>218.8</td>
<td>219.1</td>
</tr>
</tbody>
</table>

![Figure 5](image_url)  
Figure 5. Diurnal variations in simulated soil temperature at depths of 0, 1, and 5 cm.
Simulated soil temperatures at soil surfaces and depths of 1 and 5 cm are shown in Figure 5. The maximum surface temperature occurred around noon (e.g., at 1 p.m.), and the minimum temperature occurred right before sunrise. Temperatures at shallower depths were larger than at deeper depths during the daytime and smaller at nighttime. The initial wet soil conditions resulted in a high soil heat capacity and significant evaporation of water near the soil surface, both of which resulted in relatively lower daily temperature amplitudes for the first few days. The overcast weather conditions for days 5 to 7 also contributed to lower soil temperature amplitudes.

3.3. Surface Liquid and Vapor Fluxes

The temporal variations in the calculated surface liquid water flux $q_{L0}$ and vapor flux $q_{v0}$ during the 10-day period are illustrated in Figure 6. By observing the temporal variations in $q_{L0}$ and vapor flux $q_{v0}$ in this figure, the periods during which evaporation occurred at the soil surface or in the subsurface could be determined. $q_{L0}$ represents the surface evaporation process in which the liquid water vaporized at the soil surface, while $q_{v0}$ indicates the subsurface evaporation process in which the liquid water vaporized below the soil surface and the produced water vapor arrived at the soil surface by diffusion. The surface evaporation rate $E$ (the sum of $q_{L0}$ and $q_{v0}$) was maximum around noon each day, consistent with the temporal behavior of latent heat flux (Figure 4), and minimum during the nighttime. The evaporation rate $E$ presented a relatively high value in the first few days when the soil was very moist near the soil surface, with its values decreasing with the decreasing surface water content during the soil drying. Before day 1.5, evaporation was dominated by $q_{L0}$, suggesting that vaporization of water was occurring only at the soil surface before the subsurface evaporation began. From days 1.5 to 8.5, surface evaporation was dominant during the early period each day during which soil was moist enough to provide water to the soil surface, and subsurface evaporation ($q_{v0}$) dominated during the remaining part of the day, with some overlapping when both $q_{L0}$ and $q_{v0}$ occurred simultaneously. The negative value of $q_{v0}$ during some periods each day represented that the water vapor generated at the soil surface would diffuse back into the soil by the downward temperature gradient [11,20]. The rapid increase in $q_{v0}$ from a small negative to a large positive value essentially matched the decrease in $q_{L0}$ from a large positive value to a value close to 0, indicating that the transition from surface to subsurface evaporation was occurring. For days 1 to 3, there were apparently small increases in $q_{L0}$ during nightfall and evening (e.g., on day 1.8 in Figure 6), resulting from the evaporation of the soil by the water from below since the evaporation was reduced by the decreasing radiation condition after the sunset. With the progressive drying of the soil, the water content in the near-surface profile decreased continuously, resulting in more evaporation occurring in the subsurface. $q_{L0}$ was close to 0 for all hours on the last day, suggesting that all the evaporation occurred in the subsurface.

Figure 6. Diurnal variations in simulated surface liquid water $q_{L0}$ and vapor fluxes $q_{v0}$ (as two components of surface evaporation rate $E_s$) during the soil drying.
3.4. Evaporation Zone Dynamics

The subsurface evaporation or condensation rate, $E_s$, represents the phase change rate between liquid water and water vapor within the soil [20,38]. Note that the subsurface evaporation rate $E_s$ was different from the surface evaporation rate $E$. The depth interval where the evaporation or condensation occurred would be referred to as the evaporation or condensation zone. According to Equation (5), $E_s$ can be calculated from (cm d$^{-1}$):

$$E_s^j = \left(\theta_{vi}^j - \theta_{vi}^{j-1}\right) \frac{dz}{dt} + \left(q_{vi+1/2}^j - q_{vi-1/2}^j\right),$$

where the subscripts $i$ and $j$ represent the indexes of depth and time steps, respectively. The temporal and spatial variations in the subsurface evaporation rate $E_s$, liquid water flux ($q_L$), and water vapor flux ($q_v$) in the near-surface profile (the 1 cm depth) during the 10-day period are illustrated in Figure 7, generated using MATLAB software (version number: 2012a). Note that the positive values for $q_L$ and $q_v$ indicate the upward movements of liquid water and water vapor fluxes, and vice versa. The evaporation zone can be clearly found in Figure 7a (light blue area), as indicated by the dense isolines for the phase change rate. The evaporation zone divided the profile of soil water flux into two different parts (Figure 7b,c). The liquid water flux $q_L$ below the evaporation zone presented a relatively large value, while the value of $q_L$ above it was very close to 0, as indicated by the dense and sparse isolines for $q_L$ below and above the evaporation zone, respectively (Figure 7b). In contrast, the vapor flux showed a relatively large value above the evaporation zone and a value close to 0 below it, as indicated by the dense and sparse isolines for $q_v$ above and below the evaporation zone, respectively (Figure 7c). The liquid water in the deeper profile by $q_L$ moved upward to the evaporation zone, where it totally changed to water vapor. The water vapor produced within the evaporation zone by $q_v$ diffused upward from the evaporation zone to the soil surface, from which it eventually entered the atmosphere by turbulent diffusion. The diurnal evolution of subsurface evaporation rate $E_s$ in the profile corresponded to the temporal trends of $q_L$ and $q_v$ for all days. The evaporation zone initially formed just below the soil surface on day 1.5 (Figure 7a), when subsurface evaporation just began (Figure 6). Between days 1 and 9, the evaporation zone moved toward the deeper layer during the daytime, and when it reached the deepest location in the profile around the sunset, it gradually moved back toward the soil surface during the nighttime. The location of the evaporation zone from days 1 to 9 presented a continuous increase with the increasing drying of the soil, except for days 5 to 7 under overcast weather conditions.

The temporal snapshots of the 1 cm profile of the simulated phase change rate $E_s$ during a one-day cycle (from day 8.3 to 9.2) are presented in Figure 8, in which positive and negative values indicate rates of evaporation and condensation, respectively. The evaporation zone was typically narrow, showing a nearly symmetric shape around its peak value. The width of the evaporation zone was on the millimeter scale, with a width of around 2 mm for days 8.3 to 9.2. During the daytime, the peak value of the subsurface evaporation rate at different times increased with the increasing drying of the soil, and the location of the peak also became deeper and deeper in the profile (Figure 8a). However, this trend was totally reversed during the nighttime (Figure 8b), with a decreasing peak value and its depth with time. At day 8.3, the vaporization of water occurred at the soil surface, as indicated by the peak value of the evaporation zone at the soil surface. The temporal evolution of the peak of the subsurface evaporation rate and its location for the 10-day period are depicted in Figure 9. It was clear that the peak and its corresponding position in the profile both displayed a strong diurnal pattern, with the peak decreasing and its depth generally increasing with the progressive soil drying.

The condensation rate was not easily found in Figure 7a because of the smaller value compared with the rate of evaporation. However, it was clearly found in Figure 8a. The condensation zone is always located immediately below the evaporation zone during the daytime from day 8.3 to 8.7 (hours 7.2 to 16.8 on day 8), with its width presenting much wider than it is for the evaporation zone. The magnitude of the condensation rate (absolute
value) at a time point decreased with depth from its peak. For instance, the condensation rate presented a peak value of \(-0.013 \text{ cm d}^{-1}\) at a depth of 0.21 cm on day 8.4, with a decreasing rate (absolute value) at a depth close to the value of 0 at a depth of 1 cm. The peak values for days 8.3 to 8.7 presented a general decrease trend during the daytime, with the corresponding locations also increasing with the drying of soil. It could be inferred from Figure 8a,b that the condensation process occurred mainly during the daytime. Actually, the vaporization of liquid water within the evaporation zone could produce a peak of water vapor density in the profile. Some water vapor would move downward, driven by the downward temperate gradient, and eventually change to liquid water when the relative humidity value in the soil pore approached the saturation value of 1 (Figure 10b). This process resulted in the condensation process occurring mainly during the daytime when the temperature gradient was downward in the near-surface layer, while it nearly did not occur during the nighttime when the temperature gradient was upward (Figure 8b).

Figure 7. Temporal and spatial evolutions in the subsurface phase change rate ($E_s$) (a), liquid water flux ($q_L$) (b), and vapor flux ($q_v$) (c) in the near-surface soil profile during the soil drying.
Figure 8. The estimated phase change rate profiles at different times during the daytime (a) and the nighttime (b) from day 8.3 to 9.3.

Figure 9. Temporal variations in the peak value of the subsurface evaporation rate profile and the width of the DSL occurred during the soil drying.
Figure 10. Temporal and spatial evolutions in the soil water content (a), relative humidity (b), pressure head (c), water vapor density (d), and temperature (e) in the near-surface layer during the soil drying.

The DSL formed above the evaporation zone when subsurface evaporation began. Figure 9 shows temporal variations in the peak value of the subsurface evaporation rate and its location during the period of soil drying. The peak depth of the subsurface evaporation rate can be approximated as the width of the DSL. The diurnal pattern of DSL followed the
temporal trend of the evaporation zone (Figure 7a), with its width becoming wider with the increasing drying of the soil during the daytime and thinner with the rewetting of the soil during the nighttime. The width of DSL reached about 4.9 mm on the last day of the simulation. This relatively small width of DSL suggested that the downward development of DSL was eventually restricted by the continuous supply of water from the shallow water table in our study (the depth of 100 cm below the soil surface). This also indicated the role of the shallow water table in the control of the development of soil drying, and it was reasonably expected that the width of DSL would become wider when the water table became deeper.

Figure 10 shows diurnal variations in soil water content, relative humidity, pressure head (always negative), water vapor density, and temperature in the near-surface profile during the simulation period, all of which were closely associated with the evaporative drying process. The evolutions of soil water content, relative humidity, pressure head, and water vapor density in the profile were apparently consistent with diurnal patterns of the evaporation zone and DSL. Water content presented relatively small and constant values (e.g., 0.1 m$^3$ m$^{-3}$) within the DSL and a relatively high value below the evaporation zone (e.g., 0.2 m$^3$ m$^{-3}$) during the daytime and showed a sharp gradient within the evaporation zone (Figure 10a). Relative humidity (RH) within the soil pore during the daytime remained significantly lower than unity within the DSL (Figure 10b), whereas it approached the saturation value of unity below the evaporation zone. The pressure head displayed a diurnal pattern similar to relative humidity, with substantial negative values within the DSL during the daytime and smaller negative values below the evaporation zone (Figure 10c). The density of water vapor above the evaporation zone was relatively low (e.g., 0.02 kg m$^{-3}$), but notably higher below it (e.g., 0.06 kg m$^{-3}$) during daytime hours (Figure 10d). These findings suggest that evaluating diurnal patterns of soil water content, relative humidity, pressure head, and water vapor density using numerical or measurement methods could potentially provide insights into the dynamics of the evaporation zone.

We also examined variations in soil temperature in the near-surface layer (Figure 10e), and it was found that the temperature distribution in the profile was not clear enough to determine the drying processes in the highly dynamic near-surface layer.

4. Conclusions

The process of soil drying by evaporation in field conditions involves complex mass and energy transfer processes, including the phase change between liquid water and water vapor and the associated energy change with latent heat. To gain a better understanding of the dynamics of this process, we conducted a simulation for a 10-day drying event under atmospheric boundary conditions using a coupled model for heat, liquid water, and water vapor. Our simulated values for soil water content and temperature matched well with observed values from HHWES in 1991. We then used our validated model to simulate the dynamics of the evaporation zone, condensation zone, and DSL during this period. All three zones presented distinct diurnal patterns as the soil progressively dried out. Surface and subsurface evaporation alternated throughout each day; surface evaporation was dominant early on, while subsurface evaporation dominated later in the day. During one-day cycles, we observed that the location of the evaporation zone trended towards deeper profiles during daytime hours before returning to the soil surface at night. The DSL and condensation zones are located above and below the evaporation zone, respectively. As soil continued to dry out over time, the location of the evaporation zone in the profile and the width of DSL both presented the general increase trend. The width of DSL reached only about 4.9 mm on the last day of the simulation, restricted by the continuous supply of water from the shallow water table in our study. Under the same atmospheric conditions, the width of DSL should be related to the depth of the groundwater table. The condensation zone occurred only during the daytime when the soil temperature gradient was downward. The dynamics of the evaporation zone and DSL in the near-surface layer were potentially
determined by quantifying the evolutions of soil water content, relative humidity, pressure head, and water vapor density in the near-soil profile.
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