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Abstract: The timely monitoring of urban water bodies using unmanned aerial vehicle (UAV)-
mounted remote sensing technology is crucial for urban water resource protection and management.
Addressing the limitations of the use of satellite data in inferring the water quality parameters of
small-scale water bodies due to their spatial resolution constraints and limited input features, this
study focuses on the Zao River in Xi’an City. Leveraging UAV multispectral imagery, a feature
selection method based on Relief Feature Ranking with Recursive Feature Elimination (Relief F-RFE)
is proposed to determine the quality parameters of the typical urban pollution in water (dissolved
oxygen (DO), total nitrogen (TN), turbidity, and chemical oxygen demand (COD). By constructing a
potential feature set and utilizing optimal feature combinations, inversion models are developed for
the four water quality parameters using three machine learning (ML) algorithms (Random Forest
(RF), Support Vector Regression (SVR), Light Gradient Boosting Machine (LightGBM). The inversion
accuracies of the different models are compared, and the spatial distribution of the four water
quality parameters is analyzed. The results show that the models constructed based on UAV-based
multispectral remote sensing imagery perform well in inferring the water quality parameters of the
Zao River. The SVR algorithm, based on Relief F-RFE feature selection, achieves a higher accuracy,
with RMSE values of 7.19 mg/L, 1.14 mg/L, 3.15 NTU, and 4.28 mg/L, respectively. The methods
and conclusions of this study serve as a reference for research on the inversion of water quality
parameters in urban rivers.

Keywords: multispectral imagery; water quality parameters; remote sensing inversion; Zao River;
relief F-RFE feature selection; machine learning algorithms

1. Introduction

Rivers, as crucial ecological components of urban areas, consistently influence and
constrain the survival and development of cities [1]. Throughout the process of urbaniza-
tion, human activities, global warming, and extreme weather events all impact the water
quality and circulation of urban rivers, leading to the increasingly severe pollution of urban
water bodies [2–4]. Water quality monitoring forms the fundamental basis of water quality
assessments and pollution prevention, an essential prerequisite for effectively managing
urban water environments. A timely and comprehensive understanding of the trends in
water pollution is key to effectively safeguarding water resources [5]. Traditional water
quality monitoring methods, such as on-site sampling and laboratory analysis, are associ-
ated with high data acquisition costs, low processing efficiency, and an inability to achieve
comprehensive pollution monitoring across large-scale watersheds [6]. In contrast, space-
borne sensors can offer long-time series of high-frequency remote sensing images, serving
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as a reliable means of monitoring regional water quality [7,8]. They rely on the relationship
between the spectral reflectance and quality parameters of water [9]. Previous studies
predominantly utilized satellite-based platforms for monitoring, including the Landsat
Thematic Mapper [10], Sentinel-2 [11], Landsat Operational Land Imager (OLI) [12], and
medium-resolution imaging spectrometers [13]. However, due to drawbacks such as low
spatial resolution, long revisit cycles, and susceptibility to cloud cover interference, satellite
remote sensing does not yield ideal monitoring results for most small and widely dispersed
urban water bodies. With the continuous development of near-surface remote sensing
technology, unmanned aerial vehicle (UAV) surveying can effectively complement the limi-
tations of the two water quality monitoring methods mentioned above, offering significant
advantages in monitoring small-area water pollution. This boasts advantages such as flexi-
bility in its movement, convenient operation, high speeds, low costs, high spatial–temporal
resolution, and the ability to determine water quality changes within a relatively short
revisit cycle, presenting significant development potential for the quantitative analysis of
water quality [14]. Zhu et al. utilized UAV multispectral data and quasi-synchronous water
quality sampling data to establish single-band water quality inversion models for water
quality parameters such as dissolved oxygen (DO) and total nitrogen (TN) [15]. McEliece
R et al. inverted chlorophyll-a (Chl-a) and turbidity in nearshore areas by constructing
algorithms based on the differences in the measured spectral reflectance of each water
quality parameter in UAV multispectral imagery, demonstrating that UAV multispectral
sensors can be used to quantify water quality parameters [16].

In the past, statistical methods were primarily used, making it difficult to accurately
quantify and monitor water quality. With the rapid development of artificial intelligence,
more research has applied machine learning (ML) methods to monitor water quality using
remote sensing [17,18], including Random Forest (RF), Support Vector Regression (SVR),
Light Gradient Boosting Machine (LightGBM), and other ML algorithms. In contrast, ML
can more precisely construct the linear and nonlinear relationships between the spectral
information of images and ground measurement data in complex urban water environ-
ments [19]. The estimation results of the suspended sediment concentration prediction
model constructed by Fang et al. show that compared to linear regression, support vector
machines, and artificial neural network models, the RF model has the highest inversion
accuracy [20]. Yan et al. utilized the SVR model to construct TN and Total Organic Carbon
(TOC) models, with validation period R2 values of 0.78 and 0.83, respectively, demonstrat-
ing their good simulation and estimation capabilities [21]. Xiang et al. used Temporal
Convolutional Networks (TCNs), LightGBM, and four single features to make a quadratic
decomposition-based water quality prediction model, demonstrating that LightGBM is
suitable for handling the low-frequency components in information, making the model
more flexible [22]. Yan et al. conducted a comparative analysis of the technical characteris-
tics and accuracy of several inversion models, including RF, and constructed an optimal
water quality parameter inversion model, discussing the influence of different inversion
methods on the prediction of water quality parameters [23].

Due to factors such as spectral resolution and spatial resolution, optical imagery is
susceptible to phenomena such as spectral confusion (same spectrum, different substances)
and substance confusion (same substance, different spectra) [24]. Furthermore, most inver-
sion methods for water quality parameters involve comparative analyses of ML algorithms,
with limited consideration given to the potential impact of their features on the inversion
models of urban water body water quality parameters. This oversight neglects the impor-
tance of feature selection and the issue of feature redundancy. Currently, some scholars are
conducting research on feature selection, with the most commonly used methods being
filter-based algorithms and wrapper-based algorithms. Many scholars optimize algorithms’
features based on methods such as SVM-RFE [25,26] and RF-RFE [27,28]. Marwa et al.
proposed a multi-objective hybrid filter–wrapper evolutionary algorithm for the high-
dimensional feature construction of data, which combines the advantages of both filter and
wrapper algorithms [29]. This approach showed significant effectiveness in eliminating
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redundant features. Xiang et al. compared the Relief F-RFE feature selection algorithm
with the single Relief F and RFE algorithms, demonstrating that it exhibits a more balanced
overall performance in feature selection for hyperspectral image classification [30].

Based on this research, this study focuses on a section of the Zao River in Xi’an, Shaanxi
Province, China. High-resolution multispectral data were acquired using unmanned aerial
vehicles (UAVs). Simultaneously, water quality data from the study area were obtained on-
site, and indoor water quality testing was performed. Subsequently, a potential feature set
was constructed for four types of water quality parameters (DO, TN, turbidity, COD). The
Relief F-RFE algorithm was used to gradually reduce and determine the optimal number of
model features. Then, inversion models were constructed based on those optimal feature
combinations using RF, SVR, and LightGBM. Finally, the spatial distribution patterns of
different parameter concentrations were analyzed. By comparing the results of three types
of ML inversion with and without feature selection, this study effectively demonstrates the
advantages of Relief F-RFE feature selection in the inversion of water quality parameters
using UAV multispectral data. This provides valuable insights for research on water quality
inversion methods in urban rivers.

2. Materials and Methods
2.1. Study Area

The Zao River, as one of the tributaries of the Wei River, is one of the five major flood
diversion systems in the urban area of Xi’an, which include the Chan River, Ba River,
Zao River, Caoyun River, and Xingfu River. It is a typical small urban river with a total
length of 35.85 km, an in-city length of 12.6 km, and an average annual runoff of 47 million
cubic meters. On the day of sampling, the actual water depth measured was 2.70 m. The
river channel is narrow, with a width ranging from 3 m to 10 m and no upstream inflow
as supplementation. Due to the addition of sewage or treated effluent to the river, its
ecological improvement faces significant challenges [31]. Currently, the water quality of
the Zao River remains unstable (Xi’an Municipal Ecology and Environment Bureau, 2021).

The study area is located at the junction of the Yanta District and Chang’an District
in Xi’an City, Shaanxi Province. The total length of the analyzed section of the river is
9 km. Its geographical coordinates are from 108◦50′ E to 108◦55′ E longitude and 34◦10′ N
to 34◦24′ N latitude. In the upstream region of the study area, there are mainly parks,
factories, and centralized sewage outlets. The midstream region, on both sides of the river,
is mainly parks, green spaces, and rubber tracks. The downstream region, on both sides of
the river, is green park spaces. The entire study area was divided into segments comprising
parks, factories, and residential areas. In the study area, 44 water quality sampling points
were selected, as depicted in Figure 1. Based on the ecological environment of the river,
from upstream to downstream, three sensitive water quality areas were selected for study
and analysis. These areas are an upstream area (Area A), a midstream area (Area B), and a
downstream area (Area C) [32,33].
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2.2. Data
2.2.1. UAV Data and Preprocessing

The data sources for this study include multispectral aerial imagery obtained from
UAV flights and in situ water quality sample data synchronously collected in the field. The
UAV data were acquired using a FlyHawk UAV (Figure 2), equipped with an MS600 sensor
for multispectral data collection. The course overlap degree was set at 80%, and the side
overlap degree was set at 70%. The camera comprised six channels, providing images of
blue (450 nm), green (555 nm), red (660 nm, 720 nm, 750 nm), and near-infrared (840 nm)
bands simultaneously. The specifications of the UAV used are shown in Table 1, and its
main parameter information and band details are provided in Table 2. The UAV imagery
was acquired on 30 May 2022, at noon (12:00 p.m.), from a flight altitude of 120 m.
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Figure 2. Photograph of UAV.

Table 1. Specifications for the FlyHawk UAV.

Specifications Numerical Value

empty weight 2.60 kg
loading capacity 1.20 kg

boundary dimension spread 495 mm × 442 mm×279 mm
fold 495 mm× 442 mm × 143 mm

maximum flying speed 20 m/s
hover time 60 min

operating temperature −20 ◦C~45 ◦C

Table 2. UAV load parameters and band information.

Project Numerical Value Band Wavelength (nm)

sensor parameter CMOS: 1/3” global shutter B1 450 ± 35
sensor size 4.80 mm × 3.60 mm B2 555 ± 25

resolution ratio 1280 × 960 B3 660 ± 22.5
focal length 5.20 mm B4 720 ± 10
field angle HFOV: 49.60◦, HFOV: 38◦ B5 750 ± 10
aperture F/2.20 B6 840 ± 30

Obtain pre-calibrated image data and use Pix4D 4.5.6 software to generate orthomosaic
images for six bands. Then, perform overall registration on the already radiometrically
calibrated and orthomosaic single-band images of the study area to generate the final image.
Import the data into ENVI and draw 3 × 3 ROIs centered on the pixels that correspond to
points of interest. Use the average band reflectance values of the ROIs as the raw data for
model construction.

2.2.2. On-Site Data

Before conducting field data collection, 44 representative sampling points were evenly
distributed across the flight path of an unmanned aerial vehicle (UAV), taking into account
the sewage outlet, historical data and expert recommendations. While the UAV captured
imagery, water samples were collected simultaneously. The actual sample collection was
carried out five times 0.20 m below the water’s surface at each sampling point. Refer to
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the industry standard ”Technical Specifications for Water Quality Sampling” (No. HJ494-
2009) [34], a minimum of 150 mL was collected for each type of water quality sample,
with a total of four types of water quality samples collected, along with additional backup
samples. This totaled to 850 mL collected per sample point. The collected water samples
were then analyzed in the laboratory using detection instruments and reagents to obtain
actual water quality data.

Water quality parameters can be categorized into optical and non-optical parame-
ters. Optical water quality parameters include chlorophyll-a (Chl-a), turbidity, and total
suspended matter (TSM). These parameters exhibit distinct spectral characteristics and
are directly related to the light spectrum. On the other hand, non-optical water quality
parameters, such as dissolved oxygen (DO), total phosphorus (TP), total nitrogen (TN), and
chemical oxygen demand (COD), do not have purely optical properties.

This study selects DO, TN, turbidity, and COD as the parameters for inversion, which
can best reflect the water environment of the Zao River. Among these, DO is an indicator
reflecting the self-purification ability of water bodies. Temperature is the primary factor
influencing the dissolved oxygen content in water. Generally, the lower the temperature,
the higher the dissolved oxygen content in water. Severe water pollution leads to lower
DO levels [35]. TN represents the total amount of inorganic and organic nitrogen in water
and is commonly used to describe the degree of eutrophication in lake water bodies [36].
Turbidity, an optical effect, indicates the degree to which light passing through a layer of
water is obstructed. The measurement of turbidity is one of the most important tests for
measuring water pollution [37]. COD measures the quantity of reducible substances in the
water that need to be oxidized using chemical methods. It can reflect the pollution level of
organic and inorganic oxidizable substances in the water [38].

The statistical information on the four water quality parameters is presented in
Table 3. It was observed that TN and COD concentrations had large standard deviations
of 4.12 mg/L and 10.76 mg/L, respectively, indicating unstable water quality conditions.
Furthermore, the statistical analysis of water quality concentrations at various sampling
points along the Zao River, from upstream to downstream, is illustrated in Figure 3. DO
and turbidity concentrations exhibit relatively stable variations overall. However, COD
concentrations show a continuous upward trend from upstream to downstream. The TN
concentration values are generally high, all exceeding 2 mg/L, which, according to the na-
tional standard “Surface Water Environmental Quality Standard GB3838-2002”, correspond
to Class V water quality, indicating poor water quality [39].

Table 3. Statistical information table of water quality parameters (DO, TN, turbidity, COD).

Index DO/(mg/L) TN/(mg/L) Turbidity/(NTU) COD/(mg/L)

Minimum value 4.30 3.84 0.93 7.25
Maximum value 6.70 16.32 9.43 52.66

Mean value 5.91 11.50 5.47 25.14
Standard Deviation 0.53 4.12 1.68 10.76

Coefficient of Variation 0.09 0.36 0.31 0.43
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2.3. Methodology
2.3.1. Potential Feature Dataset Construction

The spectral characteristics of water bodies represent their comprehensive response to
the spectral behavior of their water components. Therefore, constructing a model feature
set is crucial. In this study, six bands of multispectral data were used to construct a latent
feature set, as seen in Table 4. Its selection is divided into three categories, single-band
features, transformed band features, and combined band features, for a total of 72 features.
Feature selection was performed based on this latent feature set and input into the model.

Table 4. Selection of potential features.

Feature Type Variable Name Formula Quantity (PCS)

Single-band Feature Band (i) B (i) 6

Transformed-band
Feature Ln (i) Ln (Bi ) 6

Two-band Combination
Feature

NDI (i,j)
(

Bi − Bj
)
/
(

Bi + Bj
)

15
DI (i,j) Bi − Bj 15
RI (i,j) Bi/Bj 30

Total 72

2.3.2. Relief F-RFE Feature Optimization Algorithm

To enhance the accuracy and predictive precision of ML algorithms, we employ a
combined approach of filter-based and wrapper-based feature selection. This includes
three main steps: (1) an analysis of the correlation between features of different types
(single-band, transformed band, and combined band), (2) Relief F-RFE filter-based feature
selection, and (3) a recursive feature elimination algorithm for feature optimization. The
ultimate goal is to identify the critical features for the inversion of our identified water
quality parameters. This method aims to reduce the decrease in classification accuracy
caused by information redundancy while improving the computational efficiency of the
classification model.

The core idea of the Relief F-RFE filter-based algorithm is that it evaluates the classifi-
cation contribution of candidate features by computing the differences between instances of
different classes. If a feature in the feature set results in a larger distance between instances
of different classes compared to instances of the same class, it indicates that this feature is
beneficial for classification. Therefore, its weight is increased. Conversely, if the distance
between instances of different classes is smaller than instances of the same class, the weight
of the feature is decreased. Finally, the average of n iterations’ computation results is taken
as the final weight of each feature. The Relief F-RFE weight calculation formula for the four
types of parameters is shown as follows [40]:

ω(Ai) = ω(Ai)−
1

nk ∑h∈H |Ri − hi|+
1

nk ∑m∈M|Ri − hi|, (1)

In the formula, ω(Ai) denotes the weight value of feature i, ∑h∈H |Ri − hi| is the k
the sum of the distances between the nearest neighbor samples of the same kind and the
R samples on the feature, and ∑m∈M|Ri − hi| represents the k is the sum of the distances
between the nearest neighbor samples and sample R on feature i.

The recursive feature elimination (RFE) algorithm is a feature selection method that
uses the wrapper approach. Its core idea involves iteratively training the model, removing
the least important features from each run’s results, and recursively repeating this process
with the remaining features until the desired number of features is achieved.

2.3.3. Modeling

The Random Forest (RF) model extracts multiple bootstrap samples from the original
dataset for decision tree modeling, and then combines multiple decision trees for prediction,
and finally aggregates the predictions through voting to obtain a final prediction result.
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In the process of modeling with RF, improving the model’s prediction accuracy can be
achieved by optimizing two important custom parameters, namely, the split attribute value
m for each internal split node of a single decision tree and the number of trees n in the
forest. By setting different numbers of decision trees, different errors are obtained, and the
value of n corresponding to a stable state of error change is selected as the final value. In
this study’s model construction, m was set to 2, the range of n was from 70 to 200, with a
step size of 10, and the final value was set at 100.

Support Vector Regression (SVR) is a non-probabilistic algorithm that maps data to a
high-dimensional space using a kernel function. Parameter tuning is an important process
in SVR. In this study, random search is used, with the algorithm employing a linear kernel
function (poly) with a degree of 3. The seed for the pseudo-random number generator used
when shuffling the data (random_state) is set to 0.

The core principle of the Light Gradient Boosting Machine (LightGBM) algorithm
is to make predictions through iteratively training multiple decision trees. Each tree is
trained based on the residuals of previous trees, gradually reducing prediction errors. In
this algorithm, the objective function is set to regression, and the boosting type is set to
Gradient Boosting Decision Tree (GBDT). The learning rate is set to 0.1, and subsample and
colsample_bytree are set to 0.80.

The datasets for the RF, SVR, and LightGBM models are constructed in a 7:3 ratio of
training to validation. The data processing workflow is depicted in Figure 4.
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2.4. Accuracy Evaluation

The water quality parameter inversion models are evaluated for their accuracy using
R2, Root Mean Square Error (RMSE), and Mean Relative Error (MRE). R2 represents the
degree to which the independent variable explains the dependent variable, with higher
values indicating better model fitting. RMSE is used to measure the deviation between the
observed values and true values, reflecting the actual error of the prediction. A smaller
number for this evaluation metric indicates higher model accuracy. MRE is used to indicate
the accuracy of the prediction results. The specific formulas are as follows:

R2 =
∑n

i=1

(
yestimated

i − ymean
)2

∑n
i=1

(
ymeasure

i − ymean)2 , (2)

RMSE =

√√√√∑n
i=1

(
yestimated

i − ymeasure
i

)2

n
, (3)

MRE =
1
n ∑n

1


∣∣∣ymeasure

i − yestiamted
i

∣∣∣
ymeasure

i

× 100%, (4)

In these equations, yestiamted
i represents the model-predicted value, ymeasure

i represents
the measured value of the model, ymean represents the mean of the measured values at the
sample points, and n represents the number of samples.

3. Results
3.1. Feature Optimization Results

This study employed the Relief F-RFE algorithm for the feature selection of a potential
feature set. Its specific results are presented in Figure 5. Of the optimal feature variables for
DO concentration inversion, the combination feature constructed based on bands B1, B2,
and B3 (as shown in (b) of the figure) accounts for 87.50% of all the parameter’s features.
Compared to (a), the importance of logarithmic indices and difference indices is more
significant here. In the feature selection results for TN concentration, the combination
feature mainly relies on the green-edged band B2. Additionally, of the top five features in
(d), the red-edged band B3 predominates. In the optimal feature set for turbidity inversion,
the combination feature constructed from the red bands B4 and B5 accounts for a relatively
high proportion of all features. Combining figures (e) and (f), regardless of whether the
Relief F-RFE feature selection algorithm is used, the red bands are important for turbidity
inversion. This finding is generally consistent with other researchers’ results (Fang et al.,
2019) [20]. In the analysis of COD concentration’s importance, its combination feature of
bands generally accounts for a large proportion of the feature set. In comparison to (g),
band B2 in Figure (h) exhibits more significance than all other features.

In summary, logarithmic indices play a critical role in determining DO concentrations.
Combination features composed of bands are crucial for TN and COD concentration
inversions. Red-edged bands are predominant in turbidity concentration inversions.

According to the importance-based band-sorting chart of the four water quality pa-
rameters, it can be observed that the Relief F-RFE feature optimization method selects the
best feature bands (including transformed and combined bands). These selected bands
are then applied to RF, SVR, and LightGBM ML algorithms for modeling. The important
bands obtained after feature optimization overlap, to a certain extent, with those obtained
directly by applying the ML algorithms without feature optimization. Furthermore, bands
with higher importance scores demonstrate increased involvement in these algorithms
after feature optimization, for instance, in the case of the DO parameter, with feature bands
ln(B6) and RI (2,3); for the TN parameter, with feature bands RI (1,3) and NDI (1,3); for
the turbidity parameter, with feature bands B5 and NDI (1,4); and for the COD parameter,
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with feature bands B5, DI (2,5), and NDI (1,3). This indicates that utilizing the Relief F-RFE
feature optimization method for feature selection is suitable for water quality inversions of
unmanned aerial vehicle multispectral imagery.
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3.2. Comparison Analysis of Models

We first performed feature selection based on the Relief F-RFE algorithm and then
input its selected features into the RF, SVR, and LightGBM algorithms to invert four
parameters: DO, TN, turbidity, and COD. Additionally, to compare the advantages of Relief
F-RFE feature selection, we did not conduct feature selection. Instead, we directly input all
features into the RF, SVR, and LightGBM algorithms to invert the four parameters. The
results are shown in detail in Table 5.

Table 5. Inversion results of three types of machine learning models (RF, SVR, LightGBM).

Water Quality
Type

Retrieval
Model R2 RMSE MRE% Retrieval

Model R2 RMSE MRE%

DO

RF 0.55 19.13 mg/L 7.26 Relief
F-RFE-RF 0.71 10.26 mg/L 4.04

SVR 0.60 13.55 mg/L 4.52 Relief
F-RFE-SVR 0.80 7.19 mg/L 2.68

LightGBM 0.45 17.82 mg/L 8.23 Relief F-RFE-
LightGBM 0.67 14.60 mg/L 6.83

TN

RF 0.67 12.27 mg/L 9.22 Relief
F-RFE-RF 0.82 6.17 mg/L 6.91

SVR 0.67 9.34 mg/L 5.56 Relief
F-RFE-SVR 0.96 1.14 mg/L 2.32

LightGBM 0.35 10.45 mg/L 6.69 Relief F-RFE-
LightGBM 0.74 4.80 mg/L 5.49

Turbidity

RF 0.54 15.69 NTU 9.26 Relief
F-RFE-RF 0.77 10.29 NTU 7.36

SVR 0.60 13.25 NTU 6.29 Relief
F-RFE-SVR 0.84 3.15 NTU 4.92

LightGBM 0.43 16.88 NTU 9.65 Relief F-RFE-
LightGBM 0.73 12.60 NTU 9.05

COD

RF 0.60 19.58 mg/L 11.12 Relief
F-RFE-RF 0.84 10.38 mg/L 7.12

SVR 0.62 11.38 mg/L 5.55 Relief
F-RFE-SVR 0.86 4.28 mg/L 3.85

LightGBM 0.43 12.66 mg/L 5.87 Relief F-RFE-
LightGBM 0.70 11.10 mg/L 4.07

Based on Table 5, it can be observed that the modeling accuracy of the DO, TN, tur-
bidity, and COD parameters and the fitting performance of the RF, SVR, and LightGBM
algorithms constructed using Relief F-RFE are better. TN’s R2 value can be increased by up
to 0.39. Turbidity’s RMSE can be reduced by up to 10.1, indicating that the model’s accuracy
effectively improves with the inclusion of Relief F-RFE feature selection. Additionally, the
MRE of DO and COD decreases by 3.22% and 4%, respectively, suggesting an improvement
in the accuracy of the model’s predictions. The results indicate that the modeling accuracy
of the three ML algorithms is improved, after applying the Relief F-RFE method, compared
to directly using the three ML algorithms for modeling. In situations with limited sam-
ples, excessive features can degrade the performance of ML algorithms without a feature
selection component. Overall, the SVR algorithm outperforms the RF and LightGBM
algorithms. Previous studies showed that SVR shows many unique advantages in solving
small-capacity samples and nonlinear and high-dimensional regression problems, which
is consistent with our results [41]. Among all the models, the inversion model for the TN
parameter based on the Relief F-RFE-SVR method achieves the highest accuracy, with R2,
RMSE, and MRE values of 0.96, 1.14 mg/L, and 2.32%, respectively.
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3.3. Retrieval of Water Quality Parameters

Using the optimal models for each of the four water quality parameters, the spatial dis-
tribution of water quality in the study area is depicted in Figure 6. The spatial distribution
map of water quality shows that the inversion results for the DO parameter concentration
ranges between 3.57 mg/L and 5.21 mg/L, between 2.33 mg/L and 15.86 mg/L for the
TN parameter concentration range, between 0.82 mg/L and 7.24 mg/L for the turbidity
parameter concentration ranges, and between 4.29 mg/L and 42.08 mg/L for the COD
parameter concentration ranges. These results are consistent with their corresponding
measured values (Figure 3 or Table 4).

From their spatial distribution, it can be observed that TN and turbidity concentrations
are higher in the upstream area of the water body. Points 5 to 10 are located near sewage
discharge outlets, where TN and COD concentrations increase significantly. This is believed
to be due to high levels of human activity in this area, including parks, factory zones, and
multiple sewage discharge outlets, which exacerbate water pollution. The concentrations of
the four water quality parameters in the middle region are relatively stable. Combined with
the on-site conditions of the water body, this is mainly attributed to the narrow and long
stretch of the studied river segment, which does not have sewage outlets. Additionally, it is
regularly managed by park authorities, and there is less vegetation coverage on both sides
of this river segment. In the downstream area, the COD concentration is higher compared
to the upstream and middle regions, reaching up to 42.1 mg/L. Upon an investigation
and analysis of the on-site water conditions, it was found that dense vegetation growth
along both banks of the water body and the influence of sediment and plants near the
shore contribute to a reduced water flow velocity. This reduction in flow velocity is the
primary reason for the accumulation of pollutants and the deterioration of water quality.
Additionally, there are some high volumes of dissolved oxygen (DO) in both the upstream
and downstream areas. This is likely attributed to the month in which sampling took
place—May. This was during the summer when conditions are primarily influenced by
temperature, the main factor affecting the DO content in water.

From the overall inversion results, it can be observed that the concentration of TN in
this study area of the Zao River significantly increases near upstream sewage outlets. The
concentrations of DO and turbidity remain relatively stable. The concentration of turbidity
is higher in the midstream. However, the concentration of COD is lower in the upstream
and midstream areas but higher in the downstream area, showing a gradual increase from
upstream to downstream.

In previous studies, the water quality of the Zao River was very poor, with average
concentrations of TN at 25.22 mg/L and COD at 137.96 mg/L across 17 monitoring sections,
both exceeding “Surface Water Environmental Quality Standard GB3838-2002”, correspond-
ing to Class V water quality [42]. Combined with Table 3, it can be observed that the water
environment of the Zao River was improved. Research indicates a gradual increase in COD
concentration from upstream to downstream (Dong et al., 2017) [42], which is consistent
with the findings in our study.
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4. Conclusions

RFE, a mainstream algorithm known for effectively selecting optimal feature subsets,
is utilized in this study despite its high computational complexity. This research employs
multispectral UAV technology to construct a potential feature set aimed at identifying
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specific water quality parameters (DO, TN, turbidity, COD). The Relief F-RFE analysis
method is then employed for feature selection. Subsequently, inversion models are estab-
lished for these four water quality parameters in the Zao River Basin using three machine
learning algorithms (RF, SVR, LightGBM). The accuracy of the models built using different
algorithms is compared, and the spatial distribution of the concentrations of the four water
quality parameters is analyzed across the study area. Our main conclusions are as follows:

(1) UAV multispectral remote sensing technology proves effective for urban river water
quality inversions, as demonstrated by our models’ ability to accurately quantify the
spatial distribution of four key water quality parameters in the Zao River in Xi’an.
Notably, logarithmic indices emerge as pivotal features in DO parameter analysis,
while combined bands are more significant in TN and COD parameter inversions.
Additionally, red-edged bands dominate in turbidity parameter inversions.

(2) Feature selection serves to eliminate redundant features. From our comprehensive
accuracy evaluation results, it can be observed that the Relief F-RFE method effectively
improves the models’ classification accuracy. Furthermore, integrating the Relief F-
RFE feature selection method into the models enhances their fitting performance even
further. The SVR algorithm that uses the Relief F-RFE method exhibits generally
higher accuracy in parameter inversion. This approach offers distinct advantages in
feature selection for modeling, showcasing enhanced robustness and applicability.

(3) The spatial distribution of these water quality parameters in the Zao River study area
reveals notable trends: TN concentrations increase notably near upstream outfalls,
while DO and turbidity concentrations exhibit steady changes from upstream to
downstream. Additionally, COD concentrations gradually rise along the river’s
course, from upstream to downstream.

The Relief F-RFE feature selection optimization method adopted in this paper notably
enhanced the accuracy and stability of the model. The optimization strategy employed
in this model holds promise for its further applicability in experiments in other urban
watersheds or lakes. The conclusions of this study may inspire residents of riverside com-
munities to become more aware of and engaged in protecting water resources. Additionally,
the inversion of water quality elements using UAV-obtained multispectral imagery is still
in its exploratory phase. Given the complexity of inland rivers, it is crucial to consider
additional factors such as meteorological, hydrological, and anthropogenic influences when
modeling water quality parameters. Furthermore, the concept of model optimization will
be refined in future work to ensure that our inversion results align more closely with the
actual conditions observed.
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