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Abstract: The long-distance multi-stage pressurized pump station water delivery system involves numerous valve closure parameters, complicating the rapid identification of an optimal valve closure scheme that satisfies multiple transient flow oscillation protection requirements. A hydraulic transient model was established based on transient flow calculation theory to address this challenge. Decision biases were identified using the Analytic Hierarchy Process and the Entropy Weight Method. A multi-objective optimization model, incorporating Support Vector Regression (SVR) and the Beluga Whale Optimization (BWO) algorithm, iteratively searches for optimal schemes under different biases. The results indicate that Support Vector Regression exhibits optimal performance, while Beluga Whale Optimization demonstrates excellent performance. The optimal schemes obtained from the multi-objective optimization model meet the transient flow protection requirements of the water delivery system. The study demonstrates that this model effectively solves the multi-objective optimization problem for water hammer protection in multi-stage pressurized pump station water delivery systems.
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1. Introduction

Water hammer is a critical issue in long-distance water delivery systems. Valve closure can quickly induce complex hydraulic transients. When the water flow velocity in pressure pipelines changes abruptly, the internal pressure alternates rapidly, producing transient, unstable water hammer phenomena. This is particularly problematic in multi-stage pressurized pump stations, where water hammer pressure waves propagate quickly and superposition, causing pump reverse rotation and leading to drastic speed changes, cavitation, and erosion [1], as well as pipeline vibration, bursting, and collapse [2–8]. Therefore, optimizing valve closure parameters to meet multi-objective requirements is essential, ensuring the safe operation of long-distance multi-stage pressurized pump station water delivery systems.

Many scholars have conducted in-depth studies on valves and water hammer relationships. Wan et al. [9] studied the relationship between valve systems and pipeline transient processes, converting geometric opening area to nominal area using valve flow characteristic curves and revealing water hammer characteristics through flow coefficient changes. Under similar conditions, the smoother the flow coefficient change during valve closure, the smaller the water hammer pressure fluctuation. Romuald et al. [10] studied valve closure rules, showing that staged valve closure reduces water hammer impact compared to linear closure. Liu et al. [11] studied two-stage valve closure rules for pump shutdown water hammer, finding that balancing fast-closure time and angle under the same
total closure time enhances pump pipeline system safety. Operating time intervals significantly affect hydraulic transient processes during state transitions in complex pump-valve systems. Appropriate delays reduce transient pressure during startup and prevent pump reverse rotation [12,13]. Han et al. [14] used computational fluid dynamics to simulate ball valves under different closure times and rules, finding that faster initial closure increases water hammer pressure and extending closure time effectively reduces maximum water hammer pressure. This pattern also corroborates the research findings of the scholars above. Neyestanaki et al. [15] used Computational Fluid Dynamics (CFD) with dynamic mesh, sliding mesh, and immersed solid methods to show 3D water hammer simulation results during valve closure, noting that sliding mesh accurately predicts pipeline water hammer. These studies elucidate the inherent relationship between valves and water hammer, providing theoretical guidance for valve operation optimization, but they still face challenges like complex design variables, high manual involvement, and excessive reliance on subjective judgment.

With the rapid development of emerging technologies, machine learning algorithms have been widely applied in engineering, achieving significant results in water science [16–21]. Data-driven machine learning continually drives fluid mechanics from linear models and methods to nonlinear domains [22]. Bazargan-Lari et al. [23] proposed combining Bayesian networks with multi-objective optimization models to replace single linear functions, efficiently obtaining optimal valve closure curves. Lai et al. [24] developed a multi-objective optimization model and optimized the guide vane closure patterns during the pump station load-shedding process using a multi-objective artificial sheep algorithm. The results showed that compared to linear or two-stage closure, the optimized guide vane closure patterns significantly control water hammer pressure and reduce pump reverse speed. Cao et al. [25] optimized real-time valve control based on an improved artificial fish swarm algorithm, reducing the intensity of transient surge waves. Lei et al. [26] obtained three sets of optimal guide vane closure parameters under rated, maximum, and minimum head conditions at the pump station using a Multi-objective Sparrow Search Algorithm (MOSSA).

However, the existing research mainly optimizes valve closure patterns based on single-stage pump stations without adequately considering the challenges of multi-stage pump-valve systems in long-distance water supply systems, significantly limiting their application scope. In practical engineering, due to the numerous valve closure parameters in multi-stage pressurized pump stations and the complex interplay of water hammer pressure waves, it is challenging to quickly find optimal valve closure schemes that meet multiple protection requirements. Direct optimization on the original dataset can lead to insufficient generalization capability, high computational costs, and low disturbance resistance. Therefore, constructing an efficient and accurate coupled model of intelligent predictive regression and optimization algorithms is particularly important for optimizing the closure rules of multi-stage pressurized water supply systems.

This paper utilizes the SVR-BWO model, constructed with SVR and the BWO algorithm, to effectively fit highly nonlinear datasets under small samples. It also quickly identifies optimal water hammer protection schemes in a short time, solving multi-objective optimization problems involving multiple nonlinear-related input parameters. For long-distance multi-stage pressurized pump stations, a hydraulic transient model is constructed using the method of characteristics to address the water hammer problem when pumping stops. A sample set is created by hybrid sampling using the Latin Hypercube and Monte Carlo methods. Using this set, an SVR algorithm establishes a mathematical mapping between valve closure parameters, the maximum water hammer pressure, and the maximum dimensionless reverse speed of each pump station. With the objectives of minimizing maximum water hammer pressure and the maximum dimensionless reverse speed, the input intervals for the multi-objective optimization parameters are determined based on the constraints of the actual engineering project. The Analytic Hierarchy Process and Entropy Weight Method determines weights under various preferences. An optimal
protection scheme is iteratively searched through a coupled model of the multi-objective optimization problem.

2. Materials and Methods

2.1. Calculation Theory of the Method of Characteristics for Transient Flow

The fundamental equations for establishing a transient flow calculation model in a pressurized, unsteady water pipeline include the motion differential equation and the continuity differential equation [27], as shown below:

\[
\begin{bmatrix}
g & v^2 & 1 & 0 \\
v & a^2 & v & 0 \\
\alpha & \sin \alpha & 2D & 0 \\
\end{bmatrix} \begin{bmatrix}
\frac{\partial h}{\partial x} \\
\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial t} \\
\frac{\partial h}{\partial t} \\
\end{bmatrix} = \begin{bmatrix}
-f \frac{v}{2D} \\
\sin \alpha \\
\end{bmatrix},
\]

where \( h \) is the piezometric head, \( v \) is the flow velocity, \( t \) represents time, \( x \) represents the position coordinate, \( D \) represents the pipe diameter, \( g \) represents the acceleration due to gravity, \( f \) represents the friction factor along the pipe, \( a \) represents the wave speed of the water hammer, and \( \alpha \) represents the angle of inclination of the pipe.

Solving through the method of characteristics and letting \( B = a / (gA) \), \( R = f \Delta x / (2gDA^2) \), the following equations can be derived

\[
h_p = \frac{C_p + C_M}{2} \quad (2)
\]

\[
q_p = \frac{C_p - C_M}{2} \quad (3)
\]

where \( h_p \) and \( q_p \) are the pressure and flow rate at the computational node \( P \). \( C_p \) and \( C_M \) are the coefficients corresponding to the aforementioned positive and negative characteristic lines:

\[
\begin{bmatrix}
C_p \\
C_M
\end{bmatrix} = \begin{bmatrix}
h_A & q_A \\
h_B & -q_B
\end{bmatrix} \begin{bmatrix}
1 \\
B
\end{bmatrix}
\]

(4)

where \( h_A \) and \( q_A \) are the pressure and flow rate at the previous moment in the previous section. \( h_B \) and \( q_B \) are the pressure and flow rate at the previous element of the next cross section.

Figure 1 shows a single pump connected to a pipeline. In the calculation of unsteady flow, the head balance equation of the pump at any time can be written as follows:

\[
H_S + t \Delta h + H_{f_p} = H_P \quad (5)
\]

where \( H_S \) is the pump inlet head, \( H_{f_p} \) is the valve head loss, \( H_P \) is the pump outlet head, and \( t \Delta h \) represents the dynamic head of the pump.

Figure 1. Characteristic lines of the boundary condition of a pump.
The valve’s overflow characteristics and operation mode significantly impact the hydraulic transient process of the entire pipeline. To simulate the valve’s overflow characteristics of the valve, the relationship between the valve flow coefficient and the opening is established based on the local resistance coefficient when the valve is fully open and the relative opening of the gate.

During the transition process, it is assumed that the valve opening changes linearly or in stages:

\[ \tau_\ell = f(t) \]  

where \( \tau_\ell \) is the valve opening function.

The flow coefficient and damping coefficient of the valve can be described by the following equations:

\[ C_d = f(\tau_\ell) \]  
\[ \zeta = \frac{1}{C_d^2} \]

where \( C_d \) is the flow coefficient of the valve and \( \zeta \) is the damping coefficient of the valve.

Equation (7) can be determined through the valve characteristic curve. The discharge characteristics of the control valve are shown in Figure 2.

![Figure 2. Discharge characteristics of the control valve.](image)

The boundary equation at the valve is defined as:

\[ Q_{up} = Q_{down} \]  
\[ H_{up} = H_{down} + \zeta \frac{q_{up}^2}{2gA_d} \]  
\[ C^+ : h_{up} = C_p - B_u q_{up} \]  
\[ C^- : h_{down} = C_d + B_d q_{down} \]

where \( Q_{up} \) and \( h_{up} \) are the flow and pressure upstream of the valve, \( Q_{down} \) and \( h_{down} \) are the flow and pressure downstream of the valve, and \( B_u \) and \( B_d \) are parameters of the forward characteristic equation and backward characteristic equation.

By combining the above equations, the valve’s upstream and downstream pressures and flow rates can be solved at any time.
2.2. Multi-Objective Optimization Method for Water Hammer Protection

2.2.1. Constructing the Sample Set Based on LHS-MCS

Latin Hypercube Sampling (LHS) ensures that the samples include all information about the changes in design variables. Consequently, for any parameter dimension, the projection of sample points in this dimension will be evenly distributed across the entire parameter range [28]. However, while LHS can cover the entire high-dimensional vector space, it may miss essential sample points in local areas when the space is highly non-uniform. By combining Monte Carlo Sampling (MCS), small random perturbations can be introduced to increase the randomness of sampling while maintaining uniform coverage, better-balancing uniformity, and randomness.

2.2.2. Support Vector Regression (SVR)

Support Vector Regression (SVR) algorithms handle high-dimensional space and small sample datasets excellently due to their kernel tricks, regularization, and epsilon-insensitive loss functions [29,30]. The structure of SVR is shown in Figure 3.

![Figure 3. The structure of SVR.](image)

The valve closure parameters (first-stage pump station: fast-closure time \( t_1 \), fast-closure angle \( \theta_1 \), slow-closure time \( t_2 \), slow-closure angle \( \theta_2 \); second-stage pump station: fast-closure time \( t_3 \), fast-closure angle \( \theta_3 \), slow-closure time \( t_4 \), slow-closure angle \( \theta_4 \)) are selected as optimization variables. A predictive model is constructed based on the SVR algorithm and simultaneously used as the objective function for the multi-objective optimization problem of water hammer protection in multi-stage pressurized water supply systems. The expressions are:

\[
\begin{align*}
    f_{V_{\text{f1}}} &= SVR(t_1, t_2, \theta_1, \theta_2, t_3, t_4, \theta_3, \theta_4) \\
    f_{V_{\text{f2}}} &= SVR(t_1, t_2, \theta_1, \theta_2, t_3, t_4, \theta_3, \theta_4) \\
    f_{V_{\text{s}}} &= SVR(t_1, t_2, \theta_1, \theta_2, t_3, t_4, \theta_3, \theta_4)
\end{align*}
\]

2.2.3. Combined Weighting Method

The most important aspect of converting a multi-objective optimization problem into a single-objective problem is determining the weight of each sub-objective. Different weights cause the algorithm to search for different optimal solutions, which may lead to an unreasonable engineering design. Combining the Analytic Hierarchy Process (AHP) with the Entropy Weight Method integrates subjective expert experience with objective data analysis.
By assigning weights through subjective judgment, suppose there are \( n \) sub-objectives. The elements \( a_{ij} \) of the judgment matrix \( A \) represent the importance of element \( i \) relative to element \( j \). By solving Equation (16), the eigenvector \( w \) corresponding to the largest eigenvalue \( \lambda_{\text{max}} \) of the judgment matrix \( A \) is obtained. This eigenvector is normalized to determine the weights of each sub-objective [31].

\[
Aw = \lambda_{\text{max}}w
\]  

(16)

The Entropy Weight Method determines the weight of each index based on the measurement of uncertainty in the data. According to \( m \) evaluation objects and \( n \) valuation indices, matrix \( P \) is obtained [32]. To obtain the entropy weight of each evaluation index, dimensionless processing is performed on each index \( Z_{ij} \) using Equation (17).

\[
Z_{ij} = \frac{\max(p_j) - p_{ij}}{\max(p_j) - \min(p_j)}
\]  

(17)

Proportion of each element \( p_{ij} \)

\[
p_{ij} = \frac{z_{ij}}{\sum_{i=1}^{n} z_{ij}}
\]  

(18)

Calculate the information entropy of each evaluation index \( e_j \)

\[
e_j = -\frac{1}{\ln n} \sum_{i=1}^{n} p_{ij} \ln(p_{ij}), \quad j = 1, 2, \ldots, m
\]  

(19)

Entropy weights \( w_j \) are then expressed as

\[
w_j = \frac{1 - e_j}{\sum_{j=1}^{m} (1 - e_j)}
\]  

(20)

Considering the strengths and weaknesses of the Analytical Hierarchy Process and the Entropy Weighting Method, a linear combination of subjective and objective weights is applied to determine the final weights.

\[
w = \alpha w_c + \beta w_z
\]  

(21)

2.2.4. Beluga Whale Optimization (BWO)

The Beluga Whale Optimization (BWO) algorithm, proposed by Zhong et al. [33], is inspired by beluga whales’ swimming, foraging, and falling behaviors. During the exploration phase, BWO ensures the global search capability of the design space by randomly selecting beluga whales. In contrast, in the exploitation phase, it controls local searches within the design space. Additionally, the probability of whale falls is considered to simulate minor group variations. The flowchart of the algorithm is shown in Figure 4.
2.3. Multi-objective Optimization Function

The magnitude of the pipeline pressure extremes and the dimensionless reverse speed of the pumps are critical to the safe operation of the water supply system. The optimization objectives are to minimize the maximum water hammer pressure of the water supply system and the maximum dimensionless reverse speed of the pumps in the first- and second-stage pump stations. The multi-objective optimization function can be expressed as a linear weighted sum of multiple sub-objective functions, namely:

\[ F(x) = N_1 f_{H_{max}} + N_2 f_{v_{1,max}} + N_3 f_{v_{2,max}} \]  

(22)

where \( N_1, N_2 \) and \( N_3 \) are weighting factors representing the weight of each of the three sub-objective functions in the multi-objective function.

In multi-objective optimization, constraints define a transparent and bounded solution space by limiting the range of decision variables and influence the selection of the optimal solution. In the water hammer protection problem of multi-stage pressurized pump stations, the constraints include the reverse speed and reverse time constraints of the pumps, maximum water hammer pressure rise constraints, valve closure time constraints, and upper and lower limits of decision variables.

(1) Constraints on the centrifugal pump's reverse speed and time. The maximum reverse speed of the centrifugal pump should not exceed 1.2 times the rated speed, and the duration of exceeding the rated speed should not exceed 2 min.

\[ \begin{cases} V_{\text{max}} \leq N_k \\ t_r < 120s \end{cases} \]  

(23)

where \( V_{\text{max}} \) is the maximum reverse speed of the pump, \( N_k \) is the rated speed of the pump, and \( t_r \) is the duration of exceeding the rated speed.

(2) Maximum water hammer pressure constraint. The maximum pressure should not exceed 1.3 to 1.5 times the rated outlet pressure of the pump.

\[ H_{\text{max}} < (1.3 - 1.5)H_s \]  

(24)

\[ H(i)_{\text{max}} < H(i)s \]  

(25)
where $H_{i_{\text{max}}}$ is the maximum water hammer pressure at each node, $H_{i_{\text{R}}}$ is the allowable maximum pressure of the pipeline at each node, and $H_R$ is the rated outlet pressure of the pump.

(3) Constraints on valve closing time and angle. The fast-closing speed in the first stage is greater than the slow-closing speed in the second stage, and the valve is fully closed, i.e.,

$$
\begin{align*}
\theta_1 / t_1 &> \theta_2 / t_2 \\
\theta_3 / t_3 &> \theta_4 / t_4 \\
\theta_1 + \theta_2 &= 100\% \\
\theta_3 + \theta_4 &= 100\%
\end{align*}
$$

(26)

(4) Upper and lower limit constraints of decision variables. Based on the design experience of long-distance water supply systems in actual operation, the range of design variables is appropriately expanded and each decision variable must be within the specified range.

$$
\begin{align*}
t_1_{\text{min}} < t_1 < t_1_{\text{max}} \\
t_2_{\text{min}} < t_2 < t_2_{\text{max}} \\
t_3_{\text{min}} < t_3 < t_3_{\text{max}} \\
t_4_{\text{min}} < t_4 < t_4_{\text{max}}
\end{align*}
$$

(27)

2.4. Multi-objective Optimization Model

Based on the transient flow calculation theory and the multi-objective optimization method for water hammer protection, the overall model was constructed after determining the multi-objective optimization function. The main steps are as follows:

(1) Determine the multi-objective water hammer protection optimization problem. Define input parameters and constraints according to the actual needs and technical specifications.

(2) Construct the sample set. Establish a transient flow calculation model based on the method of characteristics, construct the distribution of input parameters using the LHS-MCS hybrid sampling method, and simulate with the model to obtain the sample set.

(3) Build the SVR prediction model. Use K-fold cross-validation to define training and testing sets to train the regression prediction model.

(4) Use the SVR regression prediction model as the objective function in the BWO algorithm. Find the optimal solution based on the weight values determined by the analytic hierarchy process and entropy weight method.

(5) Simulate the optimal solution. Substitute the theoretically optimal solution found above into the transient flow calculation model to confirm the optimization effect.

3. Results and Discussion

3.1. Project Introduction

Figure 5 is a simplified model diagram of the pipeline for a long-distance, multi-branch, multi-stage pressurized pump station water delivery system. The water conveyance project consists of a primary pump station, a secondary pump station, water conveyance tunnels, pipelines, an outlet reservoir, and a water plant. The entire water conveyance pipeline is divided into three sections: the main line from the primary pump station to Reservoir B is approximately 50 km long; the branch line from the main line junction to the water plant is approximately 14 km long; and the secondary branch line from the branch line junction to Reservoir A is approximately 2 km long. The inlet water level is 6 m, the water level of Reservoir A is 64 m, the water level of Reservoir B is 48 m, and the water level of the water plant is 37 m. This water conveyance line is characterized by a
long overall distance, a large head, multiple branches, and high flow rates. To avoid large-scale negative pressure during the hydraulic transition, single-direction surge tanks and bi-directional surge wells are installed near the outlet of the primary pump station and at pipeline high points. The cross-sectional area of the single-direction surge tank is 79 m², with a height of 10 m; the cross-sectional area of Surge Well No. 1 is 314.15 m², with a height of 40 m; the cross-sectional area of Surge Well No. 2 is 75 m², with a height of 40 m; and the cross-sectional area of Surge Well No. 3 is 75 m², with a height of 20 m.

Figure 5. Simplified diagram of the water delivery system model.

3.2. Comparison of Prediction Regression Models

3.2.1. Dataset Construction

Based on the LHS-MCS method to quickly establish the input distribution, selecting an appropriate sample size in machine learning is crucial. To balance the accuracy of the multi-objective optimization model and computational efficiency, a sample size of about ten times the number of input parameters is sufficient to train a well-performing model. Considering the number of valve closure parameters and computational efficiency in the multi-stage pressurized pump station water delivery system, the sample size is set to 100, i.e., 100 sets of \([t_1, t_2, \theta_1, \theta_2, t_3, t_4, \theta_3, \theta_4]\) parameter groups. These parameter groups, obtained through hybrid sampling, are input into the hydraulic transient model for simulation, producing the maximum transient flow pressure values and the maximum dimensionless reverse speed for each pump station, thereby completing the dataset construction. Specific data are shown in Table 1.

Table 1. Sample set based on LHS-MCS method.
3.2.2. Comparison of Regression Algorithms

Root Mean Square Error (RMSE) and the coefficient of determination ($R^2$) are the most commonly used metrics to evaluate the accuracy of algorithm performance. These two metrics are used to measure the performance of different regression algorithms. The formulas for RMSE and $R^2$ are as follows:

$$RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \bar{y})^2}$$

where $m$ is the number of samples, $y_i$ is the sample value, $\hat{y}_i$ is the predicted value of the regression model, and $\bar{y}$ is the mean of all sample values.

To effectively assess the quality of the model, $k$-fold cross-validation is used to involve all the sample data in training and prediction. In this study, $k$ is set to 10, with 90% of the sample set used as the training set and 10% as the test set, repeated ten times to obtain the final evaluation results.

Different regression algorithms have varying generalization abilities for the same dataset. Accurate prediction of the maximum water hammer pressure and the maximum reverse speed of pumping stations in a water delivery system is crucial for a multi-objective optimization problem. We use RMSE and $R^2$ as the primary evaluation metrics. These two metrics allow us to quantitatively assess the accuracy and reliability of each regression algorithm’s predictions on each sub-objective function. The specific calculation results are shown in Table 2.

Table 2 shows the RMSE and $R^2$ results for different regression prediction models. It can be seen that most regression models cannot accurately predict all three output targets simultaneously. However, the SVR model performs exceptionally well. For predicting the maximum water hammer pressure $H_{\text{max}}$, the RMSE is 0.12 and $R^2$ is 0.99; for predicting the primary pump station’s maximum dimensionless reverse speed $V_{1,\text{max}}$, the RMSE is 0.01 and $R^2$ is 0.99; and for predicting the secondary pump station’s maximum dimensionless reverse speed $V_{2,\text{max}}$, the RMSE is 0.01 and $R^2$ is 0.97.
<table>
<thead>
<tr>
<th>Regression Model</th>
<th>$H_{\text{max}}$</th>
<th>$V_{1,\text{max}}$</th>
<th>$V_{2,\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>$R^2$</td>
<td>RMSE</td>
</tr>
<tr>
<td>Random Forest Regressor</td>
<td>0.69</td>
<td>0.71</td>
<td>0.02</td>
</tr>
<tr>
<td>Support Vector Regressor</td>
<td>0.12</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>GradientBoostingRegressor</td>
<td>0.79</td>
<td>0.65</td>
<td>0.02</td>
</tr>
<tr>
<td>LinearRegression</td>
<td>0.75</td>
<td>0.69</td>
<td>0.02</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.68</td>
<td>0.84</td>
<td>0.03</td>
</tr>
<tr>
<td>HistGradientBoostingRegressor</td>
<td>0.53</td>
<td>0.92</td>
<td>0.02</td>
</tr>
<tr>
<td>AdaBoostRegressor</td>
<td>0.37</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>ExtraTreesRegressor</td>
<td>0.67</td>
<td>0.73</td>
<td>0.02</td>
</tr>
<tr>
<td>StackingRegressor</td>
<td>0.27</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>RidgeCV</td>
<td>1.37</td>
<td>0.33</td>
<td>0.03</td>
</tr>
<tr>
<td>Lasso</td>
<td>1.3</td>
<td>0.39</td>
<td>0.06</td>
</tr>
<tr>
<td>KNeighborsRegressor</td>
<td>0.74</td>
<td>0.83</td>
<td>0.04</td>
</tr>
<tr>
<td>PoissonRegressor</td>
<td>0.62</td>
<td>0.76</td>
<td>0.02</td>
</tr>
<tr>
<td>GammaRegressor</td>
<td>0.98</td>
<td>0.69</td>
<td>0.05</td>
</tr>
<tr>
<td>ElasticNet</td>
<td>0.98</td>
<td>0.69</td>
<td>0.05</td>
</tr>
<tr>
<td>HuberRegressor</td>
<td>0.97</td>
<td>0.69</td>
<td>0.05</td>
</tr>
</tbody>
</table>

As shown in Figure 6, the SVR model predicts multiple targets more accurately than StackingRegressor, HistGradientBoostingRegressor, and KNeighborsRegressor, with predicted values closer to the sample values. It can accurately construct the mathematical mapping relationship between the characteristic parameters of the two-stage valve closure and the target variables of the maximum water hammer pressure and the maximum dimensionless reverse speed of each pump station in the multi-stage pressurized pump station water delivery system.
Figure 6. Performance of regression model predictions. (a) Maximum water hammer pressure $H_{\text{max}}$; (b) dimensionless reverse speed of primary pump station $V_{1,\text{max}}$; and (c) dimensionless reverse speed of secondary pump station $V_{2,\text{max}}$.

3.3. Comparison of Optimization Algorithms

3.3.1. Weights Based on Different Biases

Three different decision biases can be identified in the decision analysis of long-distance water delivery systems. If the system prioritizes pipeline safety, the maximum water hammer pressure should be considered first, with the maximum dimensionless reverse speed of each pump station as a secondary indicator. If the system focuses more on the operational safety of pumps at each pump station, then the safety of the primary and secondary pump stations is considered more important. If there is no apparent bias, a balance between the maximum water hammer pressure and the maximum dimensionless reverse speed of the pump stations should be achieved. The weights based on the Analytic Hierarchy Process (AHP) and Entropy Weight Method are calculated to quantify these three decision biases, as shown in Table 3.

Table 3. Weights of sub-objectives with different biases.

<table>
<thead>
<tr>
<th>Design Bias</th>
<th>$H_{\text{max}}$</th>
<th>$V_{1,\text{max}}$</th>
<th>$V_{2,\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline Safety Priority</td>
<td>0.403</td>
<td>0.34</td>
<td>0.257</td>
</tr>
<tr>
<td>Station Safety Priority</td>
<td>0.163</td>
<td>0.509</td>
<td>0.328</td>
</tr>
<tr>
<td>No Clear Bias</td>
<td>0.269</td>
<td>0.408</td>
<td>0.323</td>
</tr>
</tbody>
</table>

3.3.2. Effects of Different Optimization Algorithms

For specific problems, the effectiveness of optimization algorithms varies significantly. By comparing the BWO algorithm with classical optimization algorithms such as Particle Swarm Optimization (PSO) [34,35] and some emerging popular algorithms including the Kepler Optimization Algorithm (KOA) [36], Grey Wolf Optimization (GWO) [37], and Coati Optimization Algorithm (COA) [38], these algorithms were deeply analyzed and evaluated for optimal protection schemes under different biases.

The optimization results of the valve closure parameters for each pump station are shown in Table 4, detailing the optimal protection scheme parameters found by each algorithm under different test scenarios. $t_i$ and $\theta_i$ are the fast-closing time and angle of the first stage for the primary pump station, $t_z$ and $\theta_z$ are the slow-closing time and angle of the first stage for the primary pump station, $t_s$ and $\theta_s$ are the fast-closing time and angle...
of the first stage for the secondary pump station, and \( t_4 \) and \( \theta_4 \) are the slow-closing time and angle of the first stage for the secondary pump station.

**Table 4.** Optimal protection schemes under different biases.

<table>
<thead>
<tr>
<th>Protection Schemes under Different Biases</th>
<th>Optimization Algorithm</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
<th>( t_3 )</th>
<th>( t_4 )</th>
<th>( \theta_3 )</th>
<th>( \theta_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Scheme Under Pipeline Safety Bias</td>
<td>KOA</td>
<td>14.09</td>
<td>86.39</td>
<td>80</td>
<td>20</td>
<td>7.64</td>
<td>63.42</td>
<td>83.88</td>
<td>16.12</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>14.5</td>
<td>89.62</td>
<td>80</td>
<td>20</td>
<td>8.05</td>
<td>61.2</td>
<td>86.96</td>
<td>13.04</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>10.41</td>
<td>88.03</td>
<td>84.33</td>
<td>15.67</td>
<td>7.04</td>
<td>58.37</td>
<td>85.5</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>COA</td>
<td>13.4</td>
<td>85</td>
<td>80</td>
<td>20</td>
<td>5</td>
<td>55</td>
<td>88.4</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>BWO</td>
<td>14.82</td>
<td>89.81</td>
<td>80</td>
<td>20</td>
<td>7.85</td>
<td>61.37</td>
<td>87.6</td>
<td>12.4</td>
</tr>
<tr>
<td>Optimal Scheme Under Pump Station Safety Bias</td>
<td>KOA</td>
<td>12.23</td>
<td>86.87</td>
<td>80</td>
<td>20</td>
<td>7.74</td>
<td>57.7</td>
<td>85.26</td>
<td>14.74</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>13.32</td>
<td>86.35</td>
<td>80.02</td>
<td>19.98</td>
<td>6.58</td>
<td>61.34</td>
<td>89.83</td>
<td>10.17</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>8.87</td>
<td>88.84</td>
<td>89.3</td>
<td>10.7</td>
<td>7.81</td>
<td>64.22</td>
<td>82.55</td>
<td>17.45</td>
</tr>
<tr>
<td></td>
<td>COA</td>
<td>13.93</td>
<td>87.75</td>
<td>82.39</td>
<td>17.61</td>
<td>5</td>
<td>61.29</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>BWO</td>
<td>15</td>
<td>85</td>
<td>80</td>
<td>20</td>
<td>5</td>
<td>55</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>Optimal Scheme Under No Clear Bias</td>
<td>KOA</td>
<td>13.01</td>
<td>85</td>
<td>80</td>
<td>20</td>
<td>5.33</td>
<td>58.69</td>
<td>83.77</td>
<td>16.23</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>12.82</td>
<td>89.85</td>
<td>80.47</td>
<td>19.53</td>
<td>7.5</td>
<td>61.28</td>
<td>88.67</td>
<td>11.33</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>9.68</td>
<td>86.25</td>
<td>80.6</td>
<td>19.4</td>
<td>8.07</td>
<td>62.93</td>
<td>89.27</td>
<td>10.73</td>
</tr>
<tr>
<td></td>
<td>COA</td>
<td>11.64</td>
<td>89.82</td>
<td>81.68</td>
<td>18.32</td>
<td>5</td>
<td>65</td>
<td>88.96</td>
<td>11.04</td>
</tr>
<tr>
<td></td>
<td>BWO</td>
<td>15</td>
<td>85</td>
<td>80</td>
<td>20</td>
<td>5</td>
<td>57.5</td>
<td>90</td>
<td>10</td>
</tr>
</tbody>
</table>

The optimal schemes found by each optimization algorithm were substituted into the hydraulic transient model to calculate the maximum water hammer pressure during the hydraulic transition process, the maximum dimensionless reverse speed of the primary pump station, and the maximum dimensionless reverse speed of the secondary pump station. The multi-objective optimization function was calculated based on the combination of different biases, with the results shown in Table 5.

From Table 5, it can be seen that the maximum water hammer pressure and the maximum dimensionless reverse speed of the pump stations cannot be optimized simultaneously. A reduction in the maximum water hammer pressure inevitably accompanies an increase in the reverse speed and vice versa. Using \( F(x) \) as the comprehensive protection effectiveness evaluation index, the comprehensive protection effectiveness ranking of the five optimization algorithms under the pipeline safety bias is BWO > PSO > KOA > GWO > COA, under the pump station safety bias is BWO > PSO > KOA > COA > GWO, and under no clear bias is BWO > PSO > KOA > COA > GWO. BWO’s \( F(x) \) values under the three conditions are 34.11, 14.46, and 23.28, respectively, which are all better than the other four optimization algorithms, showing potential for further exploration and application in similar engineering problems.

**Table 5.** Summary of optimal protection scheme effects found by different optimization algorithms under different biases.

<table>
<thead>
<tr>
<th>Protection Schemes under Different Biases</th>
<th>Optimization Algorithm</th>
<th>( H_{\text{max}} ) (m)</th>
<th>( V_{1,\text{max}} )</th>
<th>( V_{2,\text{max}} )</th>
<th>( F(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Scheme Under Pipeline Safety Bias</td>
<td>KOA</td>
<td>84.25</td>
<td>1</td>
<td>0.987</td>
<td>34.54</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>83.48</td>
<td>1.014</td>
<td>0.893</td>
<td>34.22</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>85.32</td>
<td>0.844</td>
<td>0.932</td>
<td>34.91</td>
</tr>
<tr>
<td></td>
<td>COA</td>
<td>85.25</td>
<td>1.027</td>
<td>0.925</td>
<td>34.94</td>
</tr>
<tr>
<td></td>
<td>BWO</td>
<td>83.26</td>
<td>1.029</td>
<td>0.79</td>
<td>34.11</td>
</tr>
<tr>
<td>Optimal Scheme Under Pump Station Safety Bias</td>
<td>KOA</td>
<td>85.31</td>
<td>0.989</td>
<td>0.945</td>
<td>14.72</td>
</tr>
<tr>
<td></td>
<td>PSO</td>
<td>84.79</td>
<td>0.995</td>
<td>0.735</td>
<td>14.57</td>
</tr>
<tr>
<td></td>
<td>GWO</td>
<td>91.92</td>
<td>0.545</td>
<td>1.026</td>
<td>15.59</td>
</tr>
<tr>
<td>Algorithm</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>COA</td>
<td>86.61</td>
<td>0.948</td>
<td>0.706</td>
<td>14.83</td>
<td></td>
</tr>
<tr>
<td>BWO</td>
<td>84.2</td>
<td>1</td>
<td>0.697</td>
<td>14.46</td>
<td></td>
</tr>
<tr>
<td>KOA</td>
<td>85.28</td>
<td>0.989</td>
<td>0.967</td>
<td>23.66</td>
<td></td>
</tr>
<tr>
<td>PSO</td>
<td>84.23</td>
<td>0.992</td>
<td>0.811</td>
<td>23.32</td>
<td></td>
</tr>
<tr>
<td>GWO</td>
<td>88.22</td>
<td>0.949</td>
<td>0.787</td>
<td>24.37</td>
<td></td>
</tr>
<tr>
<td>COA</td>
<td>86.4</td>
<td>0.954</td>
<td>0.775</td>
<td>23.88</td>
<td></td>
</tr>
<tr>
<td>BWO</td>
<td>84.2</td>
<td>1</td>
<td>0.701</td>
<td>23.28</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7 presents a comparative analysis of the number of iterations of the five optimization algorithms. Through in-depth research, it can be observed that KOA has a significantly slower convergence speed. Although PSO and COA can complete the optimization process in fewer iterations, they struggle to achieve a global search and tend to fall into local optima. GWO’s optimization performance is not ideal, as it has limited overall optimization capability.

In contrast, the BWO algorithm balances the number of iterations and global search capability. BWO maintains an efficient global search capability within an acceptable number of iterations, demonstrating strong optimization performance. This performance indicates that the BWO algorithm has excellent exploration and exploitation capabilities, effectively avoiding local optima and exploring a broader solution space.

Figure 7. Number of iterations of different algorithms. (a) Pipeline safety bias. (b) Pump station safety bias. (c) No clear bias.

Computational time is a key indicator for evaluating the efficiency of optimization algorithms. Figure 8 shows the computation time required for each algorithm to complete
iterations under different biases. Under the pipeline safety bias, the computation times for KOA, PSO, GWO, COA, and BWO are 7.74 s, 14.75 s, 7.63 s, 12.18 s, and 5.6 s, respectively. Under the pump station safety bias, the corresponding computation times are 7.99 s, 14.89 s, 7.75 s, 12.47 s, and 5.97 s. Under no clear bias, the computation times are 7.72 s, 14.6 s, 7.74 s, 12.81 s, and 5.69 s, respectively.

Further analysis shows that the average computation time for the KOA algorithm is 7.82 s, for the PSO algorithm it is 14.75 s, for the GWO algorithm it is 7.68 s, for the COA algorithm it is 12.81 s, and for the BWO algorithm it is 5.75 s. Comparing these data, it is found that the BWO algorithm has the shortest average optimization time among all considered algorithms, with efficiency improvements of 26.47%, 61.02%, 25.13%, and 55.11% over the KOA, PSO, GWO, and COA algorithms, respectively. This result indicates that the BWO algorithm exhibits excellent optimization efficiency on the objective function constructed based on the SVR regression model.

![Figure 8. Computation time of different algorithms.](image)

After comparing key performance indicators such as comprehensive protection effectiveness, convergence performance, and computation time, the results show that the BWO algorithm performs significantly better than others.

### 3.4. Verification of Theoretical Solution

For the long-distance, multi-branch, multi-stage pressurized pump station water delivery system, different optimal solutions can meet the design requirements. Due to the engineering requirements that simultaneously consider the safety of the pipeline and pump stations, the unbiased optimization scheme is selected for verification.

In simultaneous accidents at all pump stations, the valves after the pumps at the first-stage pump station adopt a two-stage closure: 80% fast closure in 15 s in the first stage and 20% slow closure in 85 s in the second stage. For the second-stage pump station, the valves adopt a 90% fast closure in 5 s in the first stage and 10% slow closure in 57.5 s in the second stage. The hydraulic transition process of the water supply line was analyzed using a hydraulic transient model for a long-distance multi-stage pressurized pump station water supply system. The pressure distribution along the entire line is shown in Figure 9. It can be seen that the pressure head along the entire line meets the safety requirements of the water supply system design. The maximum water hammer pressure of the water supply system is 84.2 m.
Figure 9. The pressure distribution of the water delivery system: (a) Pressure envelope of main conveyance line. (b) Pressure envelope of branch line. (c) Pressure envelope of secondary branch line.

As shown in Figure 10, the primary pump station starts to reverse 4.13 s after the accident shutdown, reaching the maximum dimensionless reverse speed of 1 after 49.04 s. The secondary pump station starts to reverse 8.04 s after the accident shutdown, reaching the maximum dimensionless reverse speed of 0.701 after 13.71 s. The reverse speeds of each pump station do not exceed 1.2 times the rated speed and the reverse flow duration is less than 120 s, meeting the pump station design standards.
4. Conclusions

For the optimization problem of water hammer protection in long-distance, multi-stage pressurized pump station water delivery systems, a multi-objective optimization coupling model with decision-maker preferences was constructed based on the SVR and BWO optimization algorithms. This model employs the SVR algorithm to establish the mathematical mapping between the valve closure parameters of multi-stage pump stations, the maximum water hammer pressure, and the maximum dimensionless reverse speed of each pump station. The objective functions are minimizing the maximum water hammer pressure and the maximum dimensionless reverse speed. The BWO optimization algorithm searches for the optimal water hammer protection scheme under different biases. Based on the above results and discussion, the following conclusions can be drawn:

(1) The Support Vector Regression algorithm exhibits superior prediction accuracy and generalization ability for each sub-objective. The RMSE and R² between the actual and predicted values of the maximum water hammer pressure are 0.12 and 0.99, respectively; the RMSE and R² between the actual and predicted values of the primary pump station’s maximum dimensionless reverse speed are 0.01 and 0.99, respectively; and the RMSE and R² between the actual and predicted values of the secondary pump station’s maximum dimensionless reverse speed are 0.01 and 0.97, respectively.

(2) The BWO optimization algorithm significantly outperforms PSO, GWO, KOA, and COA in terms of convergence performance and computation time. The valve closure schemes identified by BWO provide the best comprehensive protection effects. The SVR-BWO coupling model can find optimal schemes under different biases in a short time, allowing decision-makers to select the appropriate scheme based on the actual needs, thereby reducing manual calculation costs and improving efficiency. This case study demonstrates that the model can effectively fit highly nonlinear correlated datasets with small samples and quickly identify the optimal water hammer protection scheme for long-distance, multi-stage pressurized pump stations water delivery systems. It effectively resolves multi-objective optimization problems with multiple nonlinear correlated input parameters and provides solutions for other multi-objective optimization engineering problems influenced by multiple factors.
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