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Abstract: Accurate prediction of the friction factor is fundamental for designing and calibrating fluid transport systems. While the Colebrook–White equation is the benchmark for precision due to its physical basis, its implicit nature hinders practical applications. Explicit correlations like Churchill’s equation are commonly used but often sacrifice accuracy. This study introduces two novel modifications to Churchill’s equation to enhance predictive capabilities. Developed through a rigorous analysis of 240 test cases and validated against a dataset of 21,000 experiments, the proposed Churchill B(Re) and Churchill B(V,ε) models demonstrate significantly improved accuracy compared to the original Churchill equation. The development of these functions was achieved through generalized reduced gradient (GRG) nonlinear optimization. This optimized equation offers a practical and precise alternative to the Colebrook–White equation. The mean relative errors (MRE) for the modified models, Churchill B(Re) and Churchill B(V,ε), are 0.025% and 0.807%, respectively, indicating a significant improvement over the original equation introduced by Churchill in 1973, which exhibits an MRE of 0.580%. Similarly, the mean absolute errors (MAE) are 0.0008% and 0.0154%, respectively, compared to 0.0291% for the original equation. Beyond practical applications, this research contributes to a deeper understanding of friction factor phenomena and establishes a framework for refining other empirical correlations in the field.
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1. Introduction

In fluid transport systems engineering, a fundamental aspect lies in understanding and quantifying the frictional interaction between moving fluids and the internal surface of conduits. The flow of a fluid through a pipe causes energy losses due to friction between fluid molecules and pipe walls [1]. This phenomenon is characterized by a parameter that quantifies the inherent resistance to flow [2], has a considerable impact on the performance, and operational efficiency of such systems [3]. Fluid transport through closed conduits, such as pipes, is a fundamental aspect of fluid dynamics. It has a rich history of research and development, and a wide range of practical applications in various fields such as energy, transportation, and industry [4]. Explicit correlations are essential in fluid dynamics, offering several advantages, including ease of implementation, faster computations, and enhanced insight into fluid behavior. These explicit correlations are particularly valuable in educational settings and for broader accessibility because they strike a balance between reasonable accuracy and practicality in engineering applications.

Central to this field is the dimensionless friction factor (f), used to calculate pressure drops due to frictional losses in internal pipe flows. This factor is dependent on two key parameters: the Reynolds number (Re) and the relative surface roughness (ε/D). The Reynolds number is a dimensionless quantity that is calculated based on the other input parameters, as it is a derived quantity that depends on the velocity, diameter, and coefficient.
of kinematic fluid viscosity. It is used to characterize the flow regime of a fluid and is an important input for calculating the friction factor.

For laminar flow (Re < 2320), the friction factor, \( f \), can be calculated using the Hagen–Poiseuille equation [5], as shown in Equations (1) and (2), which are the equations for Darcy–Weisbach and Fanning, respectively.

\[
f_D = \frac{64}{Re} \tag{1}
\]

\[
f_F = \frac{16}{Re} \tag{2}
\]

where \( f_D \) is the friction factor used in the Darcy–Weisbach head-loss equation (Equation (3)) and \( f_F \) is the friction factor used in the head-loss equation expressed by Fanning (Equation (4)). Head loss, denoted as \( hf_D \) and \( hf_F \), represents the energy dissipated per unit weight of fluid due to friction as it flows through a pipe. It is typically expressed in units of length and can be calculated using the Darcy–Weisbach Equation (3).

\[
hf_D = f_D \left( \frac{L}{D} \right) \left( \frac{V^2}{2g} \right) \tag{3}
\]

\[
hf_F = 2f_F \left( \frac{L}{D} \right) \left( \frac{V^2}{g} \right) \tag{4}
\]

where \( hf_D \) is the head loss due to friction, expressed in units of length (e.g., meters); \( f_D \) is the Darcy friction factor, a dimensionless constant that depends on the roughness of the pipe and the properties of the fluid; \( L \) is the length of the pipe, expressed in units of length (e.g., meters); \( D \) is the internal diameter of the pipe, expressed in units of length (e.g., meters); \( V \) is the average velocity of the fluid, expressed in units of length per unit time (e.g., meters per second); \( g \) is the acceleration due to gravity, approximately 9.81 m per second squared. Both friction factors are related by Equation (5).

\[
f_D = 4f_F \tag{5}
\]

For turbulent flow (4000 < Re < 100,000) in smooth pipes, \( f \) can be approximated with Blasius Equations (6) and (7) [1].

\[
f_D = \frac{0.316}{Re^{0.25}} \tag{6}
\]

\[
f_F = \frac{0.079}{Re^{0.25}} \tag{7}
\]

For turbulent flow (Re > 4000) in rough pipes, the friction factor \( f \) depends on both the Reynolds number (Re) and the relative roughness (\( \varepsilon /D \)). The Colebrook–White equation [6] enables the implicit calculation of the friction factor, \( f \), in terms of Re and \( \varepsilon /D \).

The friction factor is commonly expressed using the Moody diagram [7], which provides a graphical representation of the Colebrook–White equation and allows for the visual determination of the friction factor, \( f \), within ranges of the Reynolds number and relative roughness [8–11].

It is important to acknowledge the seminal contributions of Johann Nikuradse in the field of fluid dynamics, particularly his work on pipe flow and friction factors. In the 1930s, Nikuradse conducted extensive experiments on fluid flow in pipes with varying degrees of roughness. His research, published in 1933 [12], laid the groundwork for understanding the relationship between pipe roughness, Reynolds number, and friction factor. Nikuradse’s experiments and the resulting empirical expressions predated the work of Colebrook and White by nearly two decades and Churchill’s contributions by about four decades. His findings on the effects of relative roughness and the transition between smooth and fully rough pipe flow were instrumental in shaping our current understanding of fluid dynamics.
in pipes. The subsequent work by Colebrook and White, and later Churchill, can be seen as refinements and extensions of Nikuradse’s pioneering research, adapting his insights to a wider range of flow conditions and pipe characteristics [12].

Researchers have formulated various explicit approximations to the Colebrook–White equation, such as the equations of Wood [13], Churchill [14], Chen [15], Barr [16], Churchill and Chan [17], Haaland [18], Swamee and Jain [19], and many others [20]. These provide reasonably accurate estimates of \( f \) for specific ranges of \( \text{Re} \) and \( \varepsilon / D \) [21].

More recently, data-based techniques such as artificial neural networks [22], neuro-fuzzy systems, and model trees [23,24] have been used to predict the friction factor, \( f \). These can provide highly accurate predictions over wide ranges of \( \text{Re} \) and \( \varepsilon / D \).

The development of new explicit equations for the determination of \( f \) continues to be an area of focus, seeking simplicity and precision over wide ranges of parameters [25] and capturing subtle behaviors such as transition roughness [26]. Validation of these equations against experimental data remains crucial in this field of study [27]. The development of accurate correlations for fluid flow behavior is fundamental for predicting the friction factor with high precision. This study aims to provide a more precise mathematical representation of the Churchill [14,28] 1973 friction factor equation, which is widely used in the prediction of friction factors in pipe flows. The goal is to approximate the Colebrook–White [6] equation as closely as possible.

Two new mathematical expressions are proposed: Churchill \( B(V, \varepsilon) \) and Churchill \( B(\text{Re}) \), both based on a subtraction term \( B \) that depends on dimensional parameters. For Churchill \( B(V, \varepsilon) \), \( B \) depends on velocity and roughness, while for Churchill \( B(\text{Re}) \), \( B \) depends on dimensionless parameters, such as Reynolds number and relative roughness.

These expressions were developed based on an analysis of 240 primary cases and validated using 21,000 experimental data points. The precision of each expression was evaluated using the percentage of absolute errors and the percentage of relative errors compared to the Colebrook–White [6] equation. The results show that the expression based on dimensionless parameters, Churchill \( B(\text{Re}) \), provides the most accurate results, with the lowest percentage of errors. The proposed expression was demonstrated to improve the precision of the friction factor calculation in pipelines transporting pressurized fluids, and it was compared to its original form, as presented by Churchill 1973 [28] and Churchill 1977 [14].

2. Materials and Methods

The friction factor \( f \) can be determined using the implicit Colebrook–White [6] equation for Darcy–Weisbach, as shown in Equation (8). This expression describes the friction factor based on the relative roughness of the pipe and the Reynolds number.

\[
\frac{1}{\sqrt{fD}} = -2 \log_{10} \left[ \frac{\varepsilon}{(3.71D)} + \frac{2.51}{(\text{Re} \sqrt{fD})} \right]
\] (8)

According to Wilkes [5], the expression presented as Equation (9), which corresponds to the Colebrook–White [6] equation, is considered a good representation of the friction factor used in the Fanning head-loss equation, experimentally determined in the turbulent region.

\[
\begin{align*}
\frac{1}{\sqrt{f}} &= 2.28 - 4 \log_{10} \left[ \frac{\varepsilon}{\text{Re} \sqrt{fD}} + \frac{4.67}{\text{Re} \sqrt{fD}} \right] \\
\frac{1}{\sqrt{f}} &= -1.7370 \ln \left[ 0.269 \left( \frac{\varepsilon}{\text{Re} \sqrt{fD}} \right) + \frac{1.2570}{\text{Re} \sqrt{fD}} \right]
\end{align*}
\] (9)

The Colebrook–White equation is an implicit mathematical expression, which requires the use of numerical iterative (recursive) methods for its solution, such as the fixed-point method or the Newton–Raphson method, which are widely used in this context [29,30].
In this study, the Newton–Raphson method was applied to solve Equation (8), similar to what was reported by Zigrang and Sylvester [31], and an algorithm flowchart was developed for its implementation, as presented in Figure 1.
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**Figure 1.** Friction factor, $f$, calculation algorithm using Newton–Raphson.
The algorithm in Figure 1 requires the following input parameters: Reynolds number (Re), absolute roughness (ε), and internal diameter of the pipe (D). The mathematical process converges to the desired result after several iterations, satisfying the equations and boundary constraints [16,32], and finally obtaining the calculated friction factor, f, with a precision of convergence of $1 \times 10^{-12}$.

In 1973, Churchill [28] proposed Equation (10) as an explicit alternative for estimating the friction factor, f. According to Churchill [28], this expression matches the derivative of the Colebrook–White [6] equation through heuristic reasoning when the head loss is specified. Its technically used version is presented through Equation (11).

$$e^{-\frac{\pi}{\sqrt{f}}} = \frac{\varepsilon}{(3.7D)} + \left(\frac{7\nu V}{D\tau}\right)^{0.9}$$

$$\frac{1}{\sqrt{f}} = -2\log_{10}\left[\frac{\varepsilon}{(3.7D)} + \left(\frac{7\nu}{Re}\right)^{0.9}\right]$$

where ε is the absolute roughness of the internal walls of the pipe in m, D is the internal diameter in m, Re is the Reynolds number, f is the friction factor for the Darcy–Weisbach equation, V is the average flow velocity in m/s, τ is the shear stress at the tube wall in N/m², ρ is the fluid density in kg/m³, and ν is the kinematic viscosity coefficient in m²/s. Shear stress is responsible for energy losses due to friction. It is the force per unit area on the internal surface of the pipe or between different layers of the flow field, caused by the fluid’s viscosity. In one of its simplified forms, it can be expressed as the product of the fluid’s specific weight, the hydraulic radius, and the friction slope of the flow in the pipe. The interrelation between head loss and shear stress is that they are both related to the friction between the fluid and the pipe walls. The shear stress at the pipe walls is a measure of the force exerted by the fluid on the walls, while the head loss is a measure of the energy that is lost due to this friction [33]. The friction factor, f, is a dimensionless quantity that is used to quantify the friction between the fluid and the pipe walls. It is related to the Reynolds number, the relative roughness of the pipe, and the shear stress at the pipe walls.

Churchill [28] proposed a correlation for the friction factor that has been widely used and cited in specialized literature. This correlation, presented in Equation (11), is explicit and has been cited by notable authors such as Eck [34], Swamee and Jain [19], Churchill [14], Shacham [32], Barr [16], Serghides [35], Zigrang and Sylvester [31], Sonnad and Goudar [36], Avci and Karagoz [37], Papaevangelou [21], and Genić et al. [8], among others. Although the equation of Churchill [36] remains valid, in recent years, several alternative explicit correlations with higher precision and ease of use have been proposed compared to the original implicit Colebrook–White equation [38].

Churchill [14] proposed the original mathematical expression, extending his previous work to encompass the entire range of laminar and turbulent flow (Equations (12)–(14)). Later studies by Genić et al. [8] evaluated the accuracy of the Churchill correlation against other explicit equations, finding good performance within its recommended applicability range. Brkić [39] and Asker et al. [40] further support the Churchill equation as a valuable tool for estimating the friction factor in turbulent flows across all Reynolds number ranges.

$$f = 8 \left[\left(\frac{8}{Re}\right)^{12} + \frac{1}{(A + B)^{\frac{1}{2}}}\right]^\frac{1}{12}$$

$$A = \left[2.457\ln\left(\frac{1}{Re\left(\frac{\nu}{\tau}\right)^{0.9} + 0.27(\frac{\nu}{\tau})}\right)\right]^{16}$$

$$B = \left(\frac{37530}{Re}\right)^{16}$$
∀\left\{\begin{align*}
4 \times 10^3 < Re < 1 \times 10^8 \\
1 \times 10^{-6} < \left(\frac{\varepsilon}{D}\right) < 0.05
\end{align*}\right\}

2.1. Proposed Mathematical Model Based on Dimensional Parameters, Velocity, and Roughness: The Churchill B(V, \varepsilon) Function

This study aimed to develop and validate a modification of the Churchill [28] equation for calculating the friction factor in pressure piping. This modification, called the Churchill B(V, \varepsilon) function and presented in Equation (15), along with the subtracting function in Equation (16), offers several significant advantages. First, it provides an explicit solution for the friction factor (f), which simplifies the calculation process compared to implicit equations, such as those studied by Brkić [30] and Genić et al. [8]. Additionally, the new function contains only one logarithm, making it more accessible compared to other explicit expressions used in fluid engineering [21]. Following a similar approach as Vatankhah [41] in a different context, this study developed an approximate explicit solution for the Colebrook–White equation. This solution, inspired by the work of Zigrang and Sylvester [31], aims to reduce computational resources by minimizing the dependence on logarithms and non-integer powers.

\[
f = \left( -2 \log \left( \left( \frac{\varepsilon}{3.7D} \right) + \left( \frac{7 - B}{Re^{0.982}} \right)^{0.9} \right) \right)^{-2}
\]  

(15)

where \( \varepsilon \) and D are expressed in meters.

\[
B = 1.0413964 + 0.0443562 V + 9.27075 \left( \frac{1000 \varepsilon}{D} \right)^{0.838875}
\]  

(16)

The B function, which is a subtracting term in Churchill’s [28] Equation (11), consists of three terms: a constant, a linear term proportional to the velocity (V, in m/s), and an exponential nonlinear term dependent on the absolute roughness (\( \varepsilon \), in m), hereafter referred to as the Churchill B(V,\varepsilon) function.

Statistical Methodology

In this study, a rigorous statistical methodology was employed to validate the proposed modification to the Churchill [28] equation. The new Churchill B(V,\varepsilon) function was compared with the Churchill models of 1977 and 1973, Haaland, Barr, Swamee and Jain, and Pavlov correlations in 240 test cases.

The Colebrook–White equation is chosen as the benchmark for comparison due to its physically based formulation, which accurately accounts for the complex interactions between fluid flow and pipe roughness. Proposed by Colebrook and White in 1937 [6], this equation has been extensively validated through experimental and numerical studies [42] and is widely recognized as a fundamental reference for friction factor calculations. Therefore, the proposed functions, derived from the Churchill 1973 equation, are evaluated against the Colebrook–White equation to assess their accuracy and reliability in predicting friction factors.

To assess the accuracy of the newly proposed equations, Churchill B(V,\varepsilon) and Churchill B(Re), relative and absolute errors were calculated. These errors were determined by comparing the results with those obtained from the benchmark Colebrook–White equation. Furthermore, the standard error of the estimation (S) was employed as a key metric to evaluate the model’s precision.

A rigorous validation process involving 21,000 experiments confirmed the robustness and reliability of the modified Churchill equations. This comprehensive evaluation enabled a thorough assessment of the new equations’ effectiveness in reducing errors and improving accuracy compared to existing methods.
2.2. Proposed Mathematical Model Based on Dimensionless Parameters, Reynolds Number and Relative Roughness: The Churchill B(Re) Function

2.2.1. GRG Nonlinear Optimization

The Generalized Reduced Gradient (GRG) method is an iterative technique used for solving nonlinear optimization problems with constraints. It is particularly effective in finding the local minima of an objective function when both the objective function and the constraints are nonlinear [43]. Below is a detailed mathematical foundation of the GRG method.

a. Formulation of the Optimization Problem

The formulation is based on the following nonlinear optimization problem:

\[ \min f(x) \]
\[ \text{subject to:} \]
\[ g_i(x) = 0, \quad i = 1, 2, \ldots, m \]
\[ h_j(x) = 0, \quad i = 1, 2, \ldots, m \]

where \( x \in \mathbb{R}^n \) is the vector of decision variables.

The \( f(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) is the vector of decision variables,

The \( g_i(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) are the equality constraints,

The \( h_j(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) are the inequality constraints.

b. Concept of Reduced Gradients

The GRG method was employed based on the concept of reduced gradients. The study considered the feasible region and the manner of movement within this region. It was assumed that a feasible point \( x_k \) was reached, and the nearby feasible subspace was defined by the active constraints at \( x_k \). The active constraints were those inequality constraints \( h_i(x) \leq 0 \) that were satisfied with equality at \( x_k \).

c. Feasible Direction

To move within the feasible region, a direction \( d \) is sought such that \( x_k + d \) remains feasible. This implies that the movement must respect the active constraints. The feasible direction \( d \) is determined by solving the following linear system:

\[ J_g(x_k) d = 0 \]
\[ J_h(x_k) d \leq 0 \]

where \( J_g(x_k) \) is the Jacobian matrix of the equality constraints and \( J_h(x_k) \) is the Jacobian matrix of the active inequality constraints at point \( x_k \).

d. Lagrangian Function

The GRG method employs the Lagrangian function to incorporate the constraints into the objective function. The Lagrangian function is defined as shown in Equation (17).

\[ L(x, \lambda, \mu) = f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) + \sum_{j=1}^{p} \mu_j h_j(x) \quad (17) \]

where \( L(x, \lambda, \mu) \) denotes the Lagrangian function, which is a function that combines the objective function \( f(x) \) with the constraints \( g_i(x) \) and \( h_j(x) \). \( x \) is the vector of decision variables, which are the values that are being optimized. \( f(x) \) is the objective function, which is the function that is being optimized. \( \lambda_i \) are the Lagrange multipliers associated with the equality constraints [44]. \( \mu_i \) are the Lagrange multipliers associated with the inequality constraints. \( g_i(x) \) are the equality constraints, which are the constraints that must be satisfied with equality. \( h_j(x) \) are the inequality constraints, which are the constraints that must be satisfied with inequality.
e. Karush–Kuhn–Tucker (KKT) Conditions

For a point $x^*$ to be optimal, it must satisfy the KKT conditions:

- **Stationarity Condition**, Equation (18):
  \[
  \nabla f(x^*) + \sum_{i=1}^{m} \lambda_i \nabla g_i(x^*) + \sum_{j=1}^{p} \mu_j \nabla h_j(x^*) = 0
  \]  
  \[(18)\]

where $\nabla f(x^*)$ is the gradient of the objective function with respect to the decision variables, which is a vector of partial derivatives of the objective function evaluated at the optimal point $x^*$ [45]. $\nabla g_i(x^*)$ are the gradients of the equality constraints with respect to the decision variables, which are vectors of partial derivatives of the equality constraints evaluated at the optimal point $x^*$. $\nabla h_j(x^*)$ are the gradients of the inequality constraints with respect to the decision variables, which are vectors of partial derivatives of the inequality constraints evaluated at the optimal point $x^*$.

- **Primal Feasibility Condition**:
  \[
  g_i(x^*) = 0, \forall i
  \]
  \[
  h_j(x^*) = 0, \forall j
  \]

- **Dual Feasibility Condition**:
  \[
  \mu_j > 0, \forall j
  \]

- **Complementarity Condition**:
  \[
  \mu_j h_j(x^*) = 0, \forall j
  \]

f. GRG Method Algorithm

The GRG algorithm follows these iterative steps [46,47]:

1. **Initialization**: Choose an initial feasible point $x_0$. Set initial values for the Lagrange multipliers.
2. **Search Direction**: Compute the search direction $d_k$ using the reduced gradient.
3. **Update**: Update the current point: $x_{k+1} = x_k + \alpha_k d_k$, where $\alpha_k$ is the step size determined by a line search procedure.
4. **Convergence Check**: Check if the KKT conditions are satisfied within a predefined tolerance.
5. **Iteration**: If not converged, update the Lagrange multipliers and repeat from Step 2.

g. Implementation Details

Implementing the GRG method requires: Efficiently calculating gradients and Jacobians, solving linear systems to determine feasible directions, performing line searches to ensure sufficient improvement in the objective function, and properly handling active and inactive inequality constraints.

2.2.2. Optimization of Churchill B(Re)'s Friction Factor Equation Using Generalized Reduced Gradient Method

This study formulated an optimization problem to minimize the average relative error between the proposed Churchill’s B(Re) equation and the Colebrook–White equation across 21,000 experimental points, subject to constraints such as the maximum relative error below $10^{-3}$ and the sum of all relative errors less than 1. The Generalized Reduced Gradient (GRG) method was employed for its robustness in handling nonlinear optimization problems, using a precision of constraints of $10^{-7}$, integer optimality of 1%, GRG Nonlinear convergence of $10^{-6}$, and forward derivatives.

The optimization model GRG Nonlinear employed in this study is presented in Figure 2, which depicts the process of the model.
Figure 2. Flowchart of GRG nonlinear optimization model for minimizing average relative error between Churchill’s B(Re) and Colebrook–White equations.
2.2.3. Proposed Function for the Churchill B(Re) Function

A second modification to the Churchill [28] equation for calculating the friction factor in pressurized pipes is presented. This modification is named the Churchill B(Re) function. This function and its corresponding subtraction expression (B(Re)) were obtained through the analysis of 21,000 experiments, which involved 1500 different Reynolds numbers for each of the 14 roughness values examined.

The proposed Churchill B(Re) function also provides an explicit solution for the friction factor \( f \), simplifying the calculation process compared to implicit equations. Additionally, the new functions contain only a single logarithm, making them more accessible compared to other explicit expressions used in fluid engineering.

The proposed functions address limitations observed in existing equations and provide a more precise and accessible solution for estimating the friction factor in pressurized pipes. It is important to note that the proposed Churchill B(V,\( \varepsilon \)) and Churchill B(Re) functions represent a novel approach that improves the precision in estimating the friction factor. This approach addresses limitations observed in existing equations, including those based on Equations (15), (16), (19) and (20), which are not based on the works of Vatankhah [41] or Zigrang and Sylvester [31]. Specifically, this approach provides a more accurate estimation of the friction factor across a wide range of Reynolds Numbers and Relative Roughness values.

The proposed Churchill B(Re) function is based on Equation (19), which is a modification of the original Churchill [28] equation.

\[
f = \left\{ -2\log \left( \left( \frac{\varepsilon}{3.7D} \right)^{F} + \left( \frac{7 - B_{Re}}{Re^{3/4}} \right)^{G} \right) \right\}^{-2} \tag{19}
\]

The subtraction function (B(Re)) is defined as Equation (20).

\[
B = \frac{A}{Re} + \left( J \times \log \left( C \times Re^{K} \right) \right) + \left( \frac{\varepsilon}{D} \right)^{M} \tag{20}
\]

where \( D \) represents the internal diameter of the pipe in meters, \( \varepsilon / D \) denotes the relative roughness, and \( Re \) is the Reynolds Number. Equations (19) and (20) are defined in terms of these variables and a set of constants, \( A, C, F, G, H, J, K, \) and \( M \). The values of these constants are presented in Table 1.

<table>
<thead>
<tr>
<th>( \varepsilon ) (mm)</th>
<th>A</th>
<th>C</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>J</th>
<th>K</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001500</td>
<td>123.782122</td>
<td>212.2573135</td>
<td>1.0055491</td>
<td>1.6833766</td>
<td>0.4692636</td>
<td>1.9972844</td>
<td>0.0997693</td>
<td>0.5860833</td>
</tr>
<tr>
<td>0.004125</td>
<td>123.782178</td>
<td>212.2578596</td>
<td>1.0072233</td>
<td>1.6916093</td>
<td>0.4701080</td>
<td>1.9855561</td>
<td>0.0975234</td>
<td>0.5808196</td>
</tr>
<tr>
<td>0.008250</td>
<td>113.0025564</td>
<td>212.8032189</td>
<td>1.0086746</td>
<td>1.6999204</td>
<td>0.4711697</td>
<td>1.9622335</td>
<td>0.0994546</td>
<td>0.4840345</td>
</tr>
<tr>
<td>0.015000</td>
<td>111.3241942</td>
<td>213.9999935</td>
<td>1.0090302</td>
<td>1.7143822</td>
<td>0.4679270</td>
<td>1.9670447</td>
<td>0.0967506</td>
<td>0.4961413</td>
</tr>
<tr>
<td>0.020000</td>
<td>110.3669523</td>
<td>213.2338135</td>
<td>1.0053641</td>
<td>1.7355369</td>
<td>0.4659773</td>
<td>1.9543190</td>
<td>0.0948980</td>
<td>0.4764821</td>
</tr>
<tr>
<td>0.041250</td>
<td>97.728241</td>
<td>213.4999993</td>
<td>1.0036700</td>
<td>1.7961942</td>
<td>0.4556267</td>
<td>1.9213918</td>
<td>0.0928863</td>
<td>0.3869753</td>
</tr>
<tr>
<td>0.082500</td>
<td>93.3690383</td>
<td>214.0246813</td>
<td>1.0021490</td>
<td>1.8760483</td>
<td>0.4455154</td>
<td>1.8611599</td>
<td>0.0929679</td>
<td>0.2939595</td>
</tr>
<tr>
<td>0.123750</td>
<td>82.0499806</td>
<td>215.6486086</td>
<td>1.0013210</td>
<td>1.9256581</td>
<td>0.4330146</td>
<td>1.8263892</td>
<td>0.1023031</td>
<td>0.2445000</td>
</tr>
<tr>
<td>0.150000</td>
<td>81.7039696</td>
<td>215.6175947</td>
<td>1.0010905</td>
<td>1.9446166</td>
<td>0.4291648</td>
<td>1.8078201</td>
<td>0.1053104</td>
<td>0.2229616</td>
</tr>
<tr>
<td>0.225000</td>
<td>54.1653832</td>
<td>216.6564993</td>
<td>1.0006130</td>
<td>2.0735239</td>
<td>0.4049145</td>
<td>1.8297778</td>
<td>0.1050230</td>
<td>0.1980119</td>
</tr>
<tr>
<td>0.300000</td>
<td>36.9417419</td>
<td>217.8925943</td>
<td>1.0004194</td>
<td>2.0199180</td>
<td>0.4036004</td>
<td>1.7961338</td>
<td>0.1183420</td>
<td>0.1633125</td>
</tr>
<tr>
<td>0.400000</td>
<td>14.6831034</td>
<td>218.4900000</td>
<td>1.0002197</td>
<td>2.1366956</td>
<td>0.3792815</td>
<td>1.8614585</td>
<td>0.1124163</td>
<td>0.2019214</td>
</tr>
<tr>
<td>0.500000</td>
<td>14.6831034</td>
<td>219.5796007</td>
<td>1.0000903</td>
<td>2.0978096</td>
<td>0.3792815</td>
<td>1.8614585</td>
<td>0.1208657</td>
<td>0.1930103</td>
</tr>
</tbody>
</table>

Note: The values of the constants presented in this table are the result of solving the model that satisfies the lowest relative error between the Churchill B(Re) function and the Colebrook–White [6] equation for Darcy–Weisbach. The values are based on 1500 experiments for each of the 14 absolute roughness values for a total of 21,000 experiments. These experiments were performed using 100 velocity values (from 0.05 m/s to 5.0 m/s) for 15 pipe diameters (12.7 mm, 19.05 mm, 25.40 mm, 31.75 mm, 38.10 mm, 50.80 mm, 76.20 mm, 101.60 mm, 127.00 mm, 230.80 mm, 369.20 mm, 400.00 mm, 450.00 mm, and 500.00 mm).
Figure 3 illustrates the relationships between absolute roughness ($\varepsilon$) and the constants derived from the model that minimizes the relative error between the Churchill B(Re) function and the Colebrook–White [6] equation for Darcy–Weisbach. Each figure presents data points from the experimental dataset, which includes tests over a broad range of Reynolds numbers, pipe diameters, and absolute roughness. The continuous line represents the function generated by the model, while the red dashed line shows the linear regression with its corresponding equation and $R^2$ value. The $R^2$ values range from 0.9208 to 0.9947, indicating a strong correlation and high predictive accuracy of the model. These figures provide a clear analysis of the dependencies and trends in the experimental data.

The correlations between the constants and roughness ($\varepsilon$) reveal a strong relationship between the variables, with the regression equation accurately predicting the values of each constant. The high $R^2$ value indicates a high degree of explanatory power, suggesting that the regression model is effective in capturing the relationships between the variables. The coefficients in the equation provide insight into the strength and direction of these relationships, allowing for a deeper understanding of the mechanisms driving the behavior of the system. Notably, the regression functions are found to be valid for all values of $\varepsilon$ within the range of 0.0015 mm to 0.5000 mm, demonstrating the robustness of the model across a wide range of roughness conditions.

Figure 3. Cont.
Figure 3. Relationships between $\varepsilon$ and the constants of the Churchill B(Re) model. (a) The regression equation for $A$ vs. $\varepsilon$ demonstrates an extremely high correlation ($R^2 = 0.9947$), validating the predictive capability of $A$ based on roughness. (b) The regression equation for $C$ vs. $\varepsilon$ shows a very strong correlation ($R^2 = 0.9913$), suggesting an excellent predictive capability for $C$ based on roughness. (c) The regression equation for $F$ vs. $\varepsilon$ demonstrates a strong correlation ($R^2 = 0.9659$), validating the predictive capability of $F$ based on roughness. (d) The regression equation for $G$ vs. $\varepsilon$ exhibits a high correlation ($R^2 = 0.9856$), indicating a strong predictive accuracy for $G$ based on roughness. (e) The regression equation for $H$ vs. $\varepsilon$ shows a very high correlation ($R^2 = 0.9881$), suggesting an excellent predictive capability for $H$ based on roughness. (f) The regression equation for $J$ vs. $\varepsilon$ exhibits a high correlation ($R^2 = 0.9839$), indicating a strong predictive accuracy for $J$ based on roughness. (g) The regression equation for $K$ vs. $\varepsilon$ shows a moderate correlation ($R^2 = 0.9208$), suggesting a reasonable predictive capability for $K$ based on roughness. (h) The regression equation for $M$ vs. $\varepsilon$ exhibits a strong correlation ($R^2 = 0.9907$), indicating a high degree of predictive accuracy for $M$ based on roughness. The red dotted lines represent the regression analyses conducted for each of the constants of the Churchill B(Re) model.

2.3. Other Equations Used for Comparative Analysis

Pavlov [48] proposed an explicit equation for calculating the friction factor, $f$ (Equation (21)), as cited in Olivares et al. [27] and in Zeyu et al. [49]. Olivares and his coauthors [27]
experimentally evaluated this equation along with other correlations, finding that Pavlov’s expression had the least deviation in fully turbulent regimes.

\[
f = \left\{-2\log_{10}\left[\frac{\varepsilon}{3.7D} + \left(\frac{6.81}{\text{Re}}\right)^{0.9}\right]\right\}^{-2} \tag{21}
\]

The equations proposed by Haaland (Equation (22)), Barr (Equation (23)), Swamee and Jain (Equation (24)) [20], and Pavlov (Equation (21)) [27,48] were used to validate the performance of the Churchill B(\(V, \varepsilon\)) and Churchill B(\text{Re}) functions.

\[
f = \left\{-1.8\log\left[\left(\frac{\varepsilon}{3.7D}\right)^{1.11} + 6.9\right]\right\}^{-2} \tag{22}
\]

\[
f = \left\{-2\log\left[\frac{\varepsilon}{3.7D} + \frac{5.1286}{\text{Re}^{0.89}}\right]\right\}^{-2} \tag{23}
\]

\[
f = 0.25\left[\log\left(\frac{\varepsilon}{3.7D} + \frac{5.74}{\text{Re}^{0.7}}\right)\right]^{-2} \tag{24}
\]

2.4. Test Cases for the Validation of the Churchill Functions

The formulation of the proposed expressions in this study was based on a rigorous methodology of fitting, testing, and trial-and-error analysis of experimental data, with a particular focus on fundamental variables, including the Reynolds number and roughness (absolute and relative). This approach, which is essential for the theoretical construction of the proposed model, necessitated an exhaustive analysis of a wide range of friction factor calculation results.

To obtain a robust dataset, systematic modifications were implemented in velocities (\(V\)), diameters (\(D\)), absolute roughnesses (\(\varepsilon\)), and the coefficient of kinematic fluid viscosity (\(\nu\)). The input data are shown in Table 1. This strategy allowed for the capture of inherent variability for different experimental conditions, thereby facilitating an adequate evaluation of the proposed function. After numerous adjustments, it was determined that the components of the Reynolds number converged with an exponent of 1 for velocity (\(V\)), while both the diameter (\(D\)) and the coefficient of kinematic viscosity (\(\nu\)) of the fluid converged with an exponent of zero (see Table 2). This required a thorough analysis of a wide range of friction factor-calculation results, yielding the final forms of the B(\(V, \varepsilon\)) and B(\text{Re}) functions, presented as Equations (15), (16), (19) and (20) in this work.

Table 2. Physical properties for pipe flow analysis with SI units.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>SI Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Roughness</td>
<td>(\varepsilon)</td>
<td>m</td>
</tr>
<tr>
<td>Internal Diameter</td>
<td>(D)</td>
<td>m</td>
</tr>
<tr>
<td>Velocity</td>
<td>(V)</td>
<td>m/s</td>
</tr>
<tr>
<td>Kinematic Viscosity</td>
<td>(\nu)</td>
<td>m²/s</td>
</tr>
</tbody>
</table>

2.4.1. Input Parameters and Calculation Method

The input parameters for the hydraulic lines were obtained from Table 1, which includes roughness (\(\varepsilon\)) and diameter (\(D\)), as well as the kinematic viscosity (\(\nu\)) and average velocity (\(V\)) of the moving fluid. These parameters are commonly used in fluid dynamics [8,30]. Equations (21)–(24), including the original Colebrook–White [6] formulation (Equation (8)) and the explicit alternatives discussed in this study, were utilized to calculate the friction factor (\(f\)), a fundamental parameter in fluid flow analysis. The boundary conditions were expressed in standard SI units, following a conventional approach in the specialized literature [36].
2.4.2. Development of Churchill Functions through Test Case Generation

To develop the proposed Churchill \((V, \varepsilon)\) and Churchill \(B(\text{Re})\) functions, which are used to calculate the Darcy–Weisbach friction factor \((f)\), 240 test cases were generated, covering a wide range of conditions. These cases included 240 distinct Reynolds numbers, representing laminar, transitional, and turbulent flow regimes, and were distributed among 12 different diameters. Additionally, 20 coefficients of kinematic viscosity and internal roughnesses were considered to account for various fluid properties and surface characteristics. Figures 4–6 illustrate the distribution of these parameters. This extensive range of test cases enabled setting a comprehensive scenario and generality for comparing various conditions.

Figure 4. Marginal plot of study cases with histograms of Reynolds number vs. diameters.

Figure 5. Marginal plot of study cases with histograms of kinematic viscosity coefficient \((\nu)\) vs. absolute roughness \((\varepsilon)\).
Figure 5. Marginal plot of study cases with histograms of kinematic viscosity coefficient ($\nu$) vs. absolute roughness ($\varepsilon$).

Figure 6. Marginal plot of study cases with histograms of diameter (D) vs. absolute roughness ($\varepsilon$).

Figure 4 shows the relationship between the Reynolds number (Re) and the pipe diameter (D) for 240 test cases. The individual data points are represented by red dots.

Figures 5 and 6 provide additional insight into the relationship between the kinematic viscosity coefficient ($\nu$) and the pipe roughness ($\varepsilon$), as well as between the pipe diameter (D) and the pipe roughness ($\varepsilon$), based on data from the 240 cases used to develop the Churchill proposals.

Histograms for each scenario illustrate the frequency distribution of variable values. The marginal plot accompanying the $\nu$ versus $\varepsilon$ histograms in Figure 5 shows data distribution for each $\nu$-$\varepsilon$ combination, with individual data points denoted by red dots. Histograms in Figure 6 independently display data distributions for D and $\varepsilon$, offering a comprehensive view of the relationship between these variables.

2.4.3. Test Case Generation for Validation of Churchill Functions

The Churchill ($V, \varepsilon$) and Churchill B(Re) functions, a modified version of the original Churchill [28] equation, were validated through a rigorous analysis of 21,000 experimental data points. This extensive dataset was generated by testing both equations against a wide range of Reynolds numbers (spanning 1500 distinct values) and 14 different roughnesses (0.0015, 0.004125, 0.00825, 0.012375, 0.015, 0.02, 0.04125, 0.0825, 0.12375, 0.15, 0.225, 0.3, 0.4, and 0.5 mm). The results demonstrate the equations’ ability to accurately predict the flow behavior across a broad range of conditions, providing a high degree of confidence in its predictive capabilities. The parameter distributions are shown in Figures 7 and 8.

Figure 7 illustrates the relationship between the Reynolds number (Re) and the pipe diameter (D) for 21,000 study cases. Red dots represent individual data points. Each of the 15 diameters is represented by 1400 cases, resulting in a uniform distribution (as shown in the marginal histogram at the top of Figure 7). The range of Reynolds numbers evaluated spans from 631 to 2,485,442, encompassing conditions that highlight the applicability of the Churchill functions in different flow scenarios. The histogram on the right vertical axis shows a maximum frequency of 2212 for Reynolds numbers (Re) below 125,000.
Figure 7. Marginal plot of study cases with histograms of Reynolds number (Re) vs. diameter (D).

Figure 8. Marginal plot of study cases with histograms of diameter (D) vs. absolute roughness (ε).

Figure 8 depicts the relationship between the pipe diameter (D) and the absolute roughness (ε) across different study cases. The red dots signify individual data points, demonstrating the distribution of roughness values for various sceneries. The histograms on the axes illustrate the frequency distribution of these values. The histogram on the top axis shows the distribution of roughness values for 1500 experiments at each of the 14 roughness levels, while the histogram on the right axis shows the distribution of roughness values for 1400 experiments at each of the diameters. The clustering of data points at lower roughness values and various diameters highlights the range of roughness considered in the Churchill functions evaluation, indicating its relevance for pipes with different surface conditions.
3. Results

The precision of various friction factor-calculation methods was evaluated using three key metrics, with the Colebrook–White equation serving as the reference. This approach aligns with previous studies \[8,21\] and provides a comprehensive assessment of each method’s accuracy \[23\].

The first metric employed was absolute error. This was calculated by subtracting the Colebrook–White value from the friction factor obtained through each alternative method. This straightforward measure indicates the magnitude of the difference between the reference value and the values calculated by the alternative methods \[30\].

The second metric focused on relative error, expressed as a percentage. This was computed by dividing the absolute error by the Colebrook–White reference value and multiplying by 100, following the methodology of Jain \[29\] and Vatankhah and Kouchakzadeh \[50\]. The relative error expresses the relative discrepancy in percentage terms between the reference value and the calculated values. A low relative error suggests that the calculated values are close to the Colebrook–White value.

Finally, the mean relative error (MRE) was evaluated, which is defined by Montgomery and Runger \[51\] as the average of the relative errors for each data point.

3.1. Precisions and Errors of the Selected Methods

To simplify the calculation of \( f \), many explicit approximations can be used. The precision of these approximations should be evaluated only in the domain of interest in engineering practice. A carefully chosen pattern can minimize the required number of test points needed to detect maximum errors \[52\].

3.1.1. Relative Errors

The MRE for Churchill B(Re) is 0.0253%, while for Churchill B(V,ε), it is 0.8066%, indicating that the average relative error for Churchill B(Re) is more than 30 times smaller than that of Churchill B(V,ε) in calculating the friction factor \( f \). Moreover, the standard deviation of the relative errors (SDRE) for Churchill B(Re) is 0.0916, which is less than a third of the standard deviation for Churchill B(V,ε) at 0.4654. This suggests that the relative errors for Churchill B(Re) are more consistent and less variable than those for Churchill B(V,ε) in calculating the friction factor \( f \).

Figure 9 depicts the correlation between the percent average relative error and the absolute roughness of the Churchill B(Re) function (Equations (19) and (20)), compared to the Colebrook–White equation. The Churchill B(Re) function is grounded in 21,000 experiments, spanning 14 distinct roughness values, and it is a used empirical correlation for predicting the Darcy–Weisbach friction factor in pipe flow.

![Figure 9. Percent average relative error for Churchill B(Re) function. The red dotted lines represent the regression analyses conducted for the percent average relative error of the Churchill B(Re) model versus absolute roughness.](image-url)
Figure 9 showcases the sixth-order regression model (dashed line), highlighting the robust association between the observed data and the fitted curve. The percent average relative error increases with roughness up to approximately 0.1 mm, after which it decreases steadily. The high $R^2$ value of 0.989 underscores the accuracy and reliability of the regression model in representing the experimental data, which is based on a sixth-order polynomial equation, for all values of roughness in mm, ranging from 0.0015 mm to 0.5000 mm. This behavior suggests that the model is robust in capturing the relationship between roughness and percent average relative error.

3.1.2. Absolute Errors

Evaluation of absolute errors across 240 test cases confirms the superior precision of the proposed equations. The absolute error of Churchill $B(V, \varepsilon)$ is $1.5348 \times 10^{-4}$, and that of Churchill $B(Re)$ is $9.8737 \times 10^{-5}$. Both values are lower than the absolute errors obtained using the models of Churchill [14] ($7.6334 \times 10^{-4}$), Churchill [28] ($2.9111 \times 10^{-4}$), Swamee and Jain [19] ($2.7811 \times 10^{-4}$), Haaland [18] ($2.7239 \times 10^{-4}$), Pavlov [48] ($2.2675 \times 10^{-4}$), and Barr [16] ($2.1275 \times 10^{-4}$).

This significant reduction in absolute error agrees with the advances reported by Brkić [30], who compiled various explicit equations that achieve absolute errors of the order of $10^{-5}$ or less.

Moreover, Genić et al. [8] noted the importance of minimizing both the absolute and relative errors when evaluating approximations to Colebrook–White.

Therefore, the new functions developed here represent a progress in terms of absolute precision over established alternatives. With its low relative error, this positions it as a viable and recommended explicit correlation for estimating the friction factor in engineering flow applications.

4. Discussion and Comparative Results

Figure 10 presents fitted line graphs comparing the calculated friction coefficient with the Churchill $B(V, \varepsilon)$ and Churchill $B(Re)$ functions, and that, calculated with the Colebrook–White equation, was solved by the Newton–Raphson method. Standard estimation errors ($S$) of 0.0004160 and 0.0002995, respectively, indicate a close proximity of data points to the fitted line, suggesting an excellent model fit. The coefficient of determination ($R^2$) of 99.8% and 99.9% confirms a strong relationship between variables, while the adjusted coefficient of determination ($R^2(adj)$) (99.8% and 99.9%) demonstrates the model’s robustness (see Figure 10a,d).

Figure 10a,d (Correlation Plot): Red points: These points indicate the observed data comparing the Churchill $B(V, \varepsilon)$ function with the Colebrook-White function using the Newton-Raphson method. They show the direct relationship between the two methods. Blue line: This line represents the line of perfect correlation ($y = x$), showing the ideal case where the predicted values from both methods would be identical. The closer the red points are to this line, the stronger the correlation between the two methods. Figure 10b,e (Residual Plot): Red points: These represent the residuals, which are the differences between the observed values and the predicted values from the regression model. They are plotted against their corresponding percentiles to evaluate the goodness-of-fit. The blue line represents the theoretical normal distribution. The alignment of the red points along this line indicates how well the residuals follow a normal distribution. The residual plots for the friction factor calculated with the Churchill functions versus the friction factor determined with Colebrook–White and solved by Newton–Raphson (N-R) are calculated. In the normal probability graph, the universe of observations ($N = 240$) is included, with an Anderson Darling (AD) of 6.229 and 14.613, and $p$-Value < 0.005, indicating that there are significant tests against the normality of the residuals. All these statistical metrics suggest that the line of fit for the data is very effective. In this case, the values of the proposed function fit very closely to those of the comparative pattern.
Figure 10. Comparison between friction coefficients calculated with Churchill functions and Colebrook–White: Normal probability plots and residual histograms (a–c): Adjusted line graph, normal probability plot of the residuals, and residual histogram for friction factors calculated using the Churchill B(V,ε) function compared to the Colebrook–White equation solved using the Newton–Raphson method. (d–f): Adjusted line graph, normal probability plot of the residuals, and residual histogram for friction factors calculated using the Churchill B(Re) function compared to the Colebrook–White equation solved using the Newton–Raphson method. (a,d): Adjusted line graph. (b,e): Normal probability plot of the residuals. (c,f): Histogram of the residuals.

4.1. Normal Probability Plot

The normal probability plots of the residuals in Figure 10b,e were constructed to assess the normality of the residuals and identify significant factors influencing the friction factor calculation. This plot is a graphical technique for normality testing, where the ordered residuals are plotted against the theoretical quantiles of a normal distribution [53].

The construction process of the normal probability plot involves the following steps: The residuals are ordered from smallest to largest. The cumulative probability for each residual is calculated. The probabilities are transformed to z-scores using the inverse of the standard normal cumulative distribution function. The ordered residuals are plotted on the x-axis against their corresponding z-scores on the y-axis. A reference line is added, representing the expected pattern if the effects were perfectly normally distributed.

In interpreting the plot, points that deviate substantially from the reference line indicate significant effects. These deviations are particularly important when they occur at the extremes of the distribution, as they represent effects larger than what would be expected from random variation alone.

Figure 10b presents the normal probability plot for the Churchill B(V,ε) function, which displays the residuals against a normal distribution. Key observations from this plot include a sample size (N) of 240 observations, an Anderson–Darling (AD) statistic of 6.329, and a p-value of less than 0.005, indicating significant evidence against the normality of residuals. The residuals predominantly lie between -0.001 and 0.001, with most data points closely aligned along the reference line, suggesting a systematic deviation from normality.

In the first case, there are approximately four points between residual values of 0.0005 to 0.004 that are close to the 99% percentile, indicating the presence of outliers or extreme values in the upper tail of the residual distribution. These residuals are much larger than what would be expected in a normal distribution, suggesting significant positive deviations in the model’s predictions for a small number of observations. The majority of residuals lie between -0.0005 and 0.0005, covering the central 98% of the distribution, indicating
that the model’s predictions are fairly accurate for most observations, with low variability and high precision in the central part of the distribution. These findings suggest that the Churchill B(V,ε) model, while generally accurate, may systematically overpredict friction factors for a small subset of data points, particularly in laminar flow regimes.

Figure 10e presents the normal probability plot for the Churchill B(Re) function, displaying the residuals against a normal distribution, with a sample size (N) of 240 observations and an Anderson–Darling (AD) statistic of 14.613, as well as a p-Value < 0.005, indicating significant evidence against the normality of residuals.

There are two extreme outliers in the lower tail of the residual distribution, with one point at approximately −0.001 and another at −0.0036, both below the 1% percentile. These points represent significant negative deviations, indicating that for these few observations, the model significantly overestimated the friction factor. The majority of residuals are between −0.00025 and 0.00005, covering the central 98.5% of the distribution, indicating that the model’s predictions are highly accurate for most observations, with a slight positive bias. However, the presence of extreme negative outliers highlights areas where the model’s predictions are notably off. These findings suggest that the Churchill B(Re) model, while providing a generally accurate representation, may be subject to systematic overestimation for a small subset of data points, particularly in the lower tail of the residual distribution, particularly in laminar flow regimes.

4.2. Histogram of the Residuals

The histogram of the residuals displays the distribution of residuals from the fitted model. Ideally, this histogram should resemble a bell-shaped curve, indicating that the residuals are normally distributed. In the 10b plot, the histogram appears to be somewhat symmetrical but not perfectly bell-shaped, suggesting some deviations from normality. The residuals are mostly centered around zero with a few outliers on both sides, indicating that most of the prediction errors are small, but there are some larger errors [54].

Figure 10c presents the residual histogram for the Churchill B(V,ε) function. The histogram displays a residual range of approximately −0.00075 to 0.00075, with a peak frequency exceeding 70 near zero. This indicates a clustering of residuals around the mean, suggesting potential negative bias in the model’s predictions. Negative residuals imply that the model overestimates friction factors compared to the Colebrook–White equation.

Figure 10f presents the residual histogram for the Churchill B(Re) function. The histogram displays a residual range of approximately −0.0003 to 0.0006, with a peak frequency exceeding 100 near zero. This indicates a clustering of residuals around the mean, suggesting potential positive bias in the model’s predictions. Positive residuals imply that the model underestimates friction factors compared to the Colebrook–White equation.

In Figure 11, a matrix of graphs is presented, which provides a view of the relationships between each pair of functions of interest. In this case, on the Y-axis of the matrix, the results of the friction coefficient calculation with Churchill B(V,ε) and Churchill B(Re) are located. And on the X-axis of the matrix, the results of the friction factor with the Churchill [14], Churchill [28], and Colebrook–White calculated by Newton–Raphson methods are shown.

In the matrix of Figure 11, the individual relationships of each function Y with each function X are presented. The strongest correlations are observed between the Churchill B(V,ε) function (Y) and Churchill model of 1973 (X), as well as between the Churchill B(Re) function (Y) and the Colebrook–White equation, solved using Newton–Raphson (X). However, discrepancies are noted in other comparisons, with more pronounced differences evident in the f_D Churchill [14] model. This visual analysis provides valuable details on the relationships and behaviors of the variations in the calculated friction factors.
4.2. Histogram of the Residuals

The histogram of the residuals displays the distribution of residuals from the fitted model. Ideally, this histogram should resemble a bell-shaped curve, indicating that the residuals are normally distributed. In the 10b plot, the histogram appears to be somewhat symmetrical but not perfectly bell-shaped, suggesting some deviations from normality. The residuals are mostly centered around zero with a few outliers on both sides, indicating that most of the prediction errors are small, but there are some larger errors [54].

Figure 10c presents the residual histogram for the Churchill B(Re) function. The histogram displays a residual range of approximately $-0.00075$ to $0.00075$, with a peak frequency exceeding 70 near zero. This indicates a clustering of residuals around the mean, suggesting potential negative bias in the model’s predictions. Negative residuals imply that the model overestimates friction factors compared to the Colebrook–White equation.

Figure 10f presents the residual histogram for the Churchill B(Re) function. The histogram displays a residual range of approximately $-0.0003$ to $0.0006$, with a peak frequency exceeding 100 near zero. This indicates a clustering of residuals around the mean, suggesting potential positive bias in the model’s predictions. Positive residuals imply that the model underestimates friction factors compared to the Colebrook–White equation.

4.3. Error Comparison

4.3.1. Absolute Error Comparison for Churchill B(V, $\varepsilon$) Function

Figure 12 presents an individual value plot that illustrates the absolute errors in friction-factor estimations using the Churchill B(Re) function, Churchill B(V, $\varepsilon$) function, and Churchill [14] models, all compared to the reference value obtained from the Colebrook–White equation using the Newton–Raphson method. The plot includes 95% confidence intervals for the mean, providing a detailed comparison of the error distributions across various pipe diameters.

The individual value plot (Figure 12) presents the absolute errors of three different models: Churchill B(Re), Churchill B(V, $\varepsilon$), and Churchill [28], plotted against the pipe diameter ($D$) in millimeters, with a 95% confidence interval (CI) for the mean.

As can be seen in Figure 12, the errors are grouped according to the 12 diameters studied for the 240 test cases. It is noticeable that the smallest absolute error corresponds to the Churchill functions, followed by Churchill [28] with a higher error, which shows the largest errors in the boxes by diameter, especially for 12.70 mm, 19.05 mm, 25.40 mm, and 31.75 mm. In contrast, the differences between errors are smaller for diameters of 230.80 mm and 369.20 mm. As the pipe diameter increases, the error distribution tends to narrow, suggesting a reduction in error variability for larger diameters.

The absolute errors for the newly proposed functions demonstrate a marked improvement in consistency and lower variability across all pipe diameters. The plot shows that the 95% CI for the mean is narrower for the new function, particularly for smaller diameters, indicating a more reliable and precise prediction of the friction factor.
4.3.1. Absolute Error Comparison for Churchill B(V,ε) Function

Figure 14 depicts the distribution of the relative error percentages when comparing relative percentage errors in friction-factor predictions between the Churchill B(Re), B(V,ε), and Churchill [14] models against the Colebrook-White equation (Newton-Raphson). The plot incorporates 95% confidence intervals for the mean, enabling a detailed analysis of error distributions across varying pipe diameters.

4.3.2. Relative Error Comparison for Churchill B(Re) Function

Figure 13 presents an individual value plot comparing relative percentage errors in friction-factor predictions between the Churchill B(Re), B(V,ε), and Churchill [14] models against the Colebrook-White equation (Newton-Raphson). The plot incorporates 95% confidence intervals for mean errors, enabling a detailed analysis of error distributions across varying pipe diameters.

![Figure 12](image-url)  
**Figure 12.** Comparison of absolute errors in friction-factor estimations using Churchill model of 1973 and the new functions Churchill B(Re) and Churchill B(V,ε) across various pipe diameters with 95% confidence intervals.

![Figure 13](image-url)  
**Figure 13.** Comparative analysis of relative errors in friction-factor predictions using Churchill model of 1973, Churchill B(Re), and Churchill B(V,ε) models across pipe diameters.
Figure 13, incorporating confidence intervals, reveals varying degrees of accuracy across different pipe diameters. Each bar represents the 95% confidence interval for the mean relative error at each diameter and for each model. The “whiskers” indicate the data dispersion around the mean. The two models proposed in this study, Churchill B(Re) and B(V, \( \varepsilon \)), exhibit generally lower relative errors than Churchill’s model [28].

Figure 14 depicts the distribution of the relative error percentages when comparing the Churchill B(Re) function to the Colebrook–White equation, plotted against the Reynolds number (Re), pipe diameter (D), and absolute roughness (\( \varepsilon \)). This analysis provides insight into the variability and accuracy of the Churchill B(Re) approximation across different experimental conditions (based on 21,000 test cases).

![Figure 14. Relative error distribution with respect to Reynolds number, pipe diameter, and absolute roughness: Churchill B(Re) vs. Colebrook–White.](image)

Figure 14 presents the relative error distribution of the Churchill B(Re) function compared to the Colebrook–White method under various hydraulic conditions. The left subplot shows a pattern of relative errors below 1% across most Reynolds numbers, with errors decreasing as the Reynolds number increases, indicating a higher accuracy at higher Reynolds numbers.

The central subplot shows that the relative error varies across different pipe diameters, with higher errors at smaller and intermediate diameters, suggesting dependence on flow regimes and transition effects. This highlights the importance of considering these factors when applying the Churchill B(Re) function.

The right subplot reveals a correlation between higher absolute roughness values and increased relative error, indicating the Churchill B(Re) function’s sensitivity to surface roughness and potential for less accurate predictions on rougher surfaces.

Figure 15 illustrates the distribution of relative error percentages when comparing the Churchill B(Re) function to the Colebrook–White equation, plotted against the Reynolds number (Re). This figure includes a histogram of the frequency distribution of relative errors, accompanied by a probability density function (PDF), providing a statistical overview of the errors’ dispersion and central tendency. The comprehensive view highlights the error characteristics across different flow conditions.
Figure 15. Comparison of Churchill B(Re) and Colebrook–White equations: frequency distribution and relationship with Reynolds number. (a): Frequency distribution of relative error (%) between Churchill B(Re) and Colebrook–White equations. Each vertical bar represents the frequency of occurrence of a specific level of relative error. (b): Marginal plot of relative error (%) vs. Reynolds number (Re). Each point represents a specific Reynolds number and its corresponding relative error. Clusters of points indicate more frequent error levels at certain Reynolds numbers.

Figure 15a demonstrates that the majority of relative errors are concentrated around 0%, with a mean error of 0.02525% and a standard deviation of 0.09157% when comparing the Churchill B(Re) function to the Colebrook–White equation.

The results demonstrate the Churchill B(Re) function’s reliability compared to Colebrook–White, with a high precision indicated by the skewness towards minimal error in the PDF overlay.

The sharp peak at the low error range suggests that the Churchill B(Re) function closely approximates the Colebrook–White equation for most experimental conditions. However, the presence of outliers with errors up to 3.85% highlights occasional discrepancies that may arise due to specific combinations of flow parameters and roughness effects, particularly when the flow regime is laminar, where the highest relative errors between Churchill B(Re) and Colebrook–White occur.

Figure 15b illustrates a distinct pattern in the relative error distribution with respect to the Reynolds number (Re). The scatter plot reveals that relative errors are predominantly...
below 1% for most Reynolds numbers, with a noticeable concentration of minimal errors as Re increases. This indicates enhanced accuracy of the Churchill B(Re) function at higher Reynolds numbers. The histogram above the scatter plot further emphasizes the frequency of these errors, showing that the majority are concentrated in the lower error range, with 16,989 instances near 0% and only 3097 slightly above 0.025%. This pattern suggests robust performance of the Churchill B(Re) function under various flow conditions, while the few higher errors at low Reynolds numbers highlight specific conditions where discrepancies may occur. The figure underscores the high precision and reliability of the Churchill B(Re) function, with most relative errors being minimal and well within acceptable limits. Additionally, it is confirmed that for laminar flow regimes, relative errors increase.

4.4. Statistical Significance

The narrower 95% confidence intervals (CI) for the mean absolute error of the new function compared to both Churchill [14] and Churchill [28] models highlight the enhanced precision of the proposed modification. The reduced error variability suggests that the new functions, Churchill B(Re) and Churchill B(V,\( \varepsilon \)), offer a more robust and accurate estimation of the friction factor across a wide range of pipe diameters, from 12.70 mm to 369.20 mm.

An analysis of the absolute errors and their corresponding 95% confidence intervals indicates that the new functions, Churchill B(Re) and Churchill B(V,\( \varepsilon \)), significantly improve the accuracy and reliability of friction factor calculations compared to the original Churchill [14] and Churchill [28] models. This enhancement is particularly evident at smaller pipe diameters, where the new functions exhibit substantially lower error variability and narrower confidence intervals.

4.5. Analysis of Precision of the Churchill B(V,\( \varepsilon \)) Function in Comparative Cases

Figure 16 shows the results of the comparative analysis between the studied calculation methods. It highlights the cases in which the Churchill B(V,\( \varepsilon \)) function demonstrated greater precision than other reference models, including Churchill [14], Churchill [28], Haaland, Barr, Swamee and Jain, and Pavlov, all compared to the Colebrook–White method solved by Newton–Raphson (see Appendix A).

![Figure 16. Comparison of the number of more accurate cases of the Churchill B(V,\( \varepsilon \)) and Churchill B(Re) function with the methods of Churchill model of 1977 and model of 1973, Haaland, Barr, Swamee–Jain, and Pavlov.](image-url)
Each bar in the graph represents the total number of cases evaluated (N = 240). The lower section (blue) represents the number of cases where the Churchill B(Re) and Churchill B(V,ε) functions exhibited improved precision, as evidenced by a lower percentage error compared to the reference method. Conversely, the upper section (red) represents the number of cases where the Churchill functions did not demonstrate enhanced precision.

Table 3 presents the average relative error percentages generated from 21,000 experiments, comparing the two proposed functions, Churchill B(Re) and Churchill B(V,ε), to the Colebrook–White equation. Each function was evaluated through 1500 experiments for each of the 14 different values of pipe roughness. A visual representation of these results can be found in Figure 16.

Table 3. Average relative error percentages of Churchill B(Re) and B(V,ε) functions vs. Colebrook–White equation.

<table>
<thead>
<tr>
<th>Pipe Roughness ε (mm)</th>
<th>% Average Relative Error Churchill B(Re)</th>
<th>% Average Relative Error Churchill B(V,ε)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001500</td>
<td>0.019808</td>
<td>0.437443</td>
</tr>
<tr>
<td>0.004125</td>
<td>0.018866</td>
<td>0.531191</td>
</tr>
<tr>
<td>0.008250</td>
<td>0.021176</td>
<td>0.671271</td>
</tr>
<tr>
<td>0.012375</td>
<td>0.023488</td>
<td>0.769550</td>
</tr>
<tr>
<td>0.015000</td>
<td>0.023097</td>
<td>0.817256</td>
</tr>
<tr>
<td>0.020000</td>
<td>0.025254</td>
<td>0.885935</td>
</tr>
<tr>
<td>0.041250</td>
<td>0.032443</td>
<td>1.013247</td>
</tr>
<tr>
<td>0.082500</td>
<td>0.036022</td>
<td>1.033179</td>
</tr>
<tr>
<td>0.123750</td>
<td>0.034340</td>
<td>0.996127</td>
</tr>
<tr>
<td>0.150000</td>
<td>0.032512</td>
<td>0.967613</td>
</tr>
<tr>
<td>0.225000</td>
<td>0.027243</td>
<td>0.889976</td>
</tr>
<tr>
<td>0.300000</td>
<td>0.023956</td>
<td>0.824762</td>
</tr>
<tr>
<td>0.400000</td>
<td>0.019154</td>
<td>0.754921</td>
</tr>
<tr>
<td>0.500000</td>
<td>0.016149</td>
<td>0.699515</td>
</tr>
</tbody>
</table>

Figure 17 provides a detailed analysis of the percent average relative error in the predicting friction factor using the Churchill B(Re) function and the Churchill B(V,ε) function to the Colebrook–White equation across various levels of absolute roughness. The graph highlights that the Churchill B(Re) function exhibits consistently lower errors compared to the Churchill B(V,ε) function.

Figure 17. Comparative analysis of average relative error in friction-factor predictions for Churchill B(Re) and B(V,ε) functions across roughness values.
The error for the Churchill B(Re) function remains below 0.037% across all tested roughness values, demonstrating its high precision and reliability. Conversely, the Churchill B(V,ε) function shows a significant increase in error, reaching up to 1.0%, indicating lower accuracy under similar conditions.

Within the tested Reynolds number range (with a minimum of Re = 631), Figure 18a,b reveals that the maximum relative percentage errors occur at the lowest Reynolds number evaluated across the 21,000 test cases.

**Figure 18.** Comparative analysis of relative error in friction-factor predictions for Churchill functions across relative roughness values. (a): Relative percent error of Churchill B(Re) vs. ε/D. (b): Relative percent error of Churchill B(V,ε) vs. ε/D.
Figure 18a reveals that the relative error is generally lower than that observed in Figure 18b, typically remaining below 1.00%. Data points corresponding to lower roughness values ($\epsilon \leq 0.015$ mm) exhibit exceptionally low relative errors, frequently below 0.75%. However, a slight trend of increasing relative error is noticeable for Reynolds numbers below 650 and for lower relative roughness values.

As depicted in Figure 18b, the relative error remains generally below 5% for low relative roughness values ($\epsilon / D$), indicating a strong agreement between the two methods under smooth flow conditions. However, a marked increase in relative error is observed with increasing roughness, culminating in a 20% discrepancy at $\epsilon = 0.50$ mm. This trend suggests a significant decline in the predictive accuracy of the Churchill $B(V, \epsilon)$ equation under high roughness conditions and in laminar flow regimes with Reynolds numbers below 650.

The analysis of percent average relative errors for various explicit friction factor methods against the Colebrook–White equation across a wide range of absolute roughness values is fundamental for understanding their accuracy and reliability. Figure 19 compares the methods over roughness values from 0.0015 mm to 0.5000 mm, providing a comprehensive evaluation of their performance.

As depicted in Figure 19, the Churchill $B(Re)$ method exhibits a minimal error across all roughness values, thereby emerging as the most reliable among the evaluated explicit methods. While the performance of other methods tends to improve with increasing roughness, none can match the consistent accuracy of the Churchill $B(Re)$ method.
A detailed examination of explicit friction factor methods at low roughness levels is essential for precision in hydraulic calculations where minimal roughness is common. Figure 20 focuses on the percent average relative errors of these methods for roughness values from 0.0015 mm to 0.04125 mm.

Figure 20. Percent average relative errors of friction-factor methods vs. absolute Roughness (0.0015 to 0.04125 mm).

In this study, the Churchill B(Re) method proves to be the most reliable for all roughness scenarios, maintaining minimal error. Other methods, such as the Churchill model of 1973 and Swamee–Jain methods, exhibit moderate performance, while the Haaland method shows higher relative errors up to 0.04125 mm of roughness, although it presents lower errors from 0.1 mm to 0.5 mm. The Pavlov method presents low relative errors starting from 0.012375 mm. This focused analysis underscores the importance of selecting the most precise method, such as the Churchill B(Re) method, for hydraulic calculations using explicit applications.

Comparative Analysis

The comparative analysis of the Churchill B(Re) and B(V, ε) functions highlights their respective strengths and weaknesses. The Churchill B(Re) function excels in accuracy, offering minimal relative errors for a broad range of roughness values. However, this comes with the drawback of higher computational demands, as it requires multiple factors derived from detailed tables or regression functions. Conversely, the Churchill B(V, ε) function simplifies implementation by depending only on velocity and roughness, making it advantageous in situations where velocity is a consistent and known variable. Despite this
ease of use, it falls short in precision, especially under conditions of significant roughness, resulting in comparatively higher relative errors (see Table 4).

Table 4. Comparative analysis of advantages and disadvantages: Churchill B(V, ε) vs. Churchill B(Re) functions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Churchill B(Re) Function</td>
<td>• High precision across a wide range of roughness</td>
<td>• Greater computational complexity due to the need to read multiple factors (F, G, H, J, K, M) from a table or regression functions generated for each factor based on roughness.</td>
</tr>
<tr>
<td></td>
<td>• Maintains low relative errors (&lt;0.02%) for small to medium roughness values.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lower computational complexity, relying only on velocity and roughness.</td>
<td>• Lower precision compared to Churchill B(Re), especially in high roughness conditions.</td>
</tr>
<tr>
<td></td>
<td>• Easier to implement in applications where velocity is a known and constant parameter.</td>
<td>• Higher relative errors (&gt;0.02%) for certain roughness ranges.</td>
</tr>
<tr>
<td>Churchill B(V, ε) Function</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In summary, although the Churchill B(V, ε) function offers simplicity and ease of implementation, its precision is inferior compared to the Churchill B(Re) function proposal. The latter exhibits superior robustness and significantly lower relative errors across a wide range of roughness, albeit at the cost of increased computational complexity. The choice between these models depends on the balance between the need for precision and the simplicity of implementation in specific applications.

5. Conclusions

The novel Churchill B(Re) and B(V, ε) functions, based on the preceding equation of Churchill [28], provide a robust and computationally efficient alternative to the Colebrook–White equation for determining friction factors in piping systems. These functions exhibit exceptional agreement with the established Colebrook–White correlation in terms of both absolute and relative error. Consequently, they enable more precise estimations of friction losses, leading to improved predictions of fluid flow behavior and optimized system design.

The development of these functions was made possible by the use of GRG nonlinear optimization, which enabled the creation of an improved Churchill equation with enhanced accuracy in predicting friction factors. This optimized equation offers a practical and precise alternative to the Colebrook–White equation, facilitating its application in hydraulic engineering.

The functions developed in this study exhibit superior precision in estimating the friction factor compared to the methods of Churchill [1977 [14] and 1973 [28]], Haaland, Barr, Swamee and Jain, and Pavlov. Of the 240 test cases, the Churchill B(V, ε) function demonstrates higher accuracy in 79% of cases compared to the Churchill [14] and Churchill [28] methods, 88% compared to Haaland, 73% compared to Barr method, 78% compared to Swamee and Jain method, and 77% compared to Pavlov. Similarly, the Churchill B(Re) function is more accurate in 83% of the cases compared to Churchill [14], 84% compared to Churchill [28], 83% compared to Haaland, Barr, and Swamee and Jain, and 80% compared to Pavlov.

The proposed Churchill B(Re) and Churchill B(V, ε) models demonstrate significantly improved accuracy compared to the original Churchill equation, with mean relative errors (MRE) of 0.025% and 0.807%, respectively, and mean absolute errors (MAE) of 0.0008% and 0.0154%, respectively. The Churchill B(Re) model shows higher accuracy across a range of roughness values, making it more reliable for precise friction-factor calculations. The Churchill B(Re) function demonstrates superior precision compared to Churchill B(V, ε). The Churchill B(Re) model shows higher accuracy across a range of roughness values, making it more reliable for precise friction factor calculations. Notably, dividing the average relative error of Churchill B(V, ε) by that of Churchill B(Re) yields an overall ratio of 32.41, indicating
that Churchill B(Re) is significantly more precise. Specifically, for an epsilon of 0.0015, Churchill B(Re) is 22.08 times more precise than Churchill B(V,ε), and for an epsilon of 0.5000, Churchill B(Re) is 43.32 times more precise. The trade-off for this accuracy is greater computational complexity, as it requires the consideration of multiple factors derived from tables or regression functions specific to roughness.

Conversely, the Churchill B(V,ε) function, while easier to implement due to its reliance solely on velocity and roughness, sacrifices some degree of precision. This is especially noticeable under conditions of high roughness, where it results in higher relative errors compared to the Churchill B(Re) function.

The development of simple and accurate explicit equations, such as the one presented in this review study, facilitates the calculations involved in internal flow engineering applications related to pressure loss. Additionally, this simplification also has an educational value by allowing chemical, hydraulic, or pressure flow engineering students to understand and effectively apply concepts related to the friction factor in practical situations.

While the Churchill B(V,ε) function offers significant educational and computational advantages, the Churchill B(Re) function stands out for its higher precision. This dual insight provides a comprehensive understanding of the trade-offs involved, guiding the selection of the appropriate model based on the specific requirements of the hydraulic system being analyzed. This study thus contributes valuable knowledge to both the academic–scientific community and practicing engineers, introducing new equations for the explicit estimation of the friction factor and enhancing the understanding and application of fluid flow concepts in piping systems.

5.1. Limitations of the Study

This study offers valuable insights into the improved precision of the Churchill B(V,ε) and Churchill B(Re) functions for friction-factor estimation. However, some limitations should be considered when interpreting the results:

5.1.1. Sample Size and Flow Conditions

The analysis relied on a dataset of 240 cases, which were validated through 21,000 experiments. This can be considered relatively small compared to the vast spectrum of flow conditions encountered in real-world engineering applications.

This limitation restricts the generalizability of the findings to the entire potential scenarios.

5.1.2. Fluid Properties

The current study focused solely on incompressible fluids. However, the impact of fluid compressibility on the friction factor can be significant in high-pressure or high-velocity applications. Additionally, non-Newtonian fluids (fluids that do not exhibit a constant viscosity) were not considered.

5.1.3. Comparison Scope

This study compared the Churchill B(V,ε) and Churchill B(Re) functions with six commonly used methods. While valuable, this might be a limited number for a comprehensive evaluation.

5.2. Future Work

The present study offers valuable insights into the Churchill B(V,ε) and Churchill B(Re) functions, paving the way for further research to enhance its understanding and applicability. Here are some promising directions for future exploration:

5.2.1. Expand the Dataset and Flow Conditions

A comprehensive review of existing literature could identify a broader range of flow conditions, including variations in pipe diameter, roughness, Reynolds number, and fluid
properties. Utilizing this expanded dataset would allow for a re-evaluation of the Churchill B(V,ε) and Churchill B(Re) function’s performance and assessment of its generalizability to a wider spectrum of real-world scenarios.

5.2.2. Explore Fluid Property Effects

Investigating the applicability of the Churchill B(V,ε) and Churchill B(Re) functions to compressible fluids could involve incorporating relevant thermodynamic properties into the model. Extending the analysis to non-Newtonian fluids could be achieved by considering their unique viscosity characteristics and developing appropriate modifications to the function.

5.2.3. Evaluating the Practicality and Impact of Incorporating the New Churchill B(V,ε) and Churchill B(Re) Expression in WDS Simulation Software (in the Most Current Version Available at the Time of the Future Evaluation)

A critical aspect of future research involves investigating the feasibility of incorporating the new B(V,ε) and B(Re) expression into widely used open-source WDS simulation software like EPANET 2.2, facilitating wider adoption and fostering further development. This involves developing appropriate integration methods and evaluating the impact on user workflows and computational demands [55]. Once integrated within EPANET, a comprehensive comparison of the new expression with existing methods within the software is necessary. This analysis should evaluate the impact of Churchill B(V,ε) and Churchill B(Re) on simulation accuracy, convergence behavior of solution algorithms, and potential computational overhead.

5.2.4. Broaden the Comparison Scope

A more extensive comparison of the Churchill B(V,ε) and Churchill B(Re) functions with a wider range of existing friction factor estimation methods could be conducted. Evaluating the performance of these methods under different flow conditions and fluid properties could help identify the most suitable approaches for specific applications.

5.2.5. Experimentally Validate and Explore Advanced Techniques

To validate the new friction factor equation, it is crucial to compare it against experimental loss of charge data obtained through high-precision instrumentation [56]. This can be accomplished by fitting pressures using experimental data and adjusting the model roughness until there is agreement between calculated and observed values.

Additional experimental validations of the proposed new equation could be planned, utilizing experimental data across various flow conditions. Validation of the new friction factor equation against experimental loss of charge data in pipes obtained through high-precision instrumentation could be a valuable step.
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**Appendix A. Comparative Analysis of the Precision of Friction Factor Estimation Methods: Evaluation of Absolute Error Grouped by Reynolds Number**

A detailed analysis of the precision of the Churchill B(V,ε) and Churchill B(Re) functions compared to five other methods used to estimate the friction factor in pressurized fluid transport systems is presented. Six figures illustrate the comparison of the precision of the most relevant methods with respect to the reference method, Colebrook–White by
Newton–Raphson. Each figure contains six circular graphs (pie charts), where each sector represents a comparison between the absolute error of one of the specific methods and the absolute error of the Churchill functions.

For each test case in the total set (represented by N = 240), the absolute error of the Churchill B(V,ε) and Churchill B(Re) functions was calculated compared to Colebrook–White using the Newton–Raphson method. This absolute error was compared with the absolute error of each of the other five methods in relation to Colebrook–White also using Newton–Raphson. If the absolute value of the error of the Churchill functions was less than the absolute value of the errors of the other methods, a value of 1 was assigned, indicating that the Churchill B(V,ε) and Churchill B(Re) functions were more precise than the compared method because it is closer to zero. Otherwise, a value of 0 was assigned, indicating that the compared method was more precise than the Churchill functions.

This binary (1, 0) approach allowed for the examination of the effectiveness of the different methods in estimating the friction factor under various conditions and flow scenarios. The results obtained provide a valuable understanding of the usefulness and precision of the proposed Churchill functions compared to the other established methods in the specialized literature studied here.

The comparisons of the most precise methods are detailed in Figures A1–A6.

Figure A1. Comparison of absolute error of Churchill B(V,ε) and Churchill B(Re) for test cases with Re < 2320 (8 cases) (a): Precision-comparison results for Churchill B(V,ε) function. (b): Precision-comparison results for Churchill B(Re) function.

In Figure A1a, it can be observed that for a laminar flow regime (Re < 2320), eight test cases were generated. It can also be seen that the Churchill B(V,ε) function is more accurate than the Churchill [28], Haaland, Swamee and Jain, and Pavlov methods. Regarding the Churchill [14] method, it is only more precise in 87.5% of the test cases, while the Churchill B(V,ε) function is more precise in 25% of the test cases compared to the Barr method. As illustrated in Figure A1b, the Churchill B(Re) function exhibits superior precision compared to the other six methods for every test case examined.

In Figure A2a, it can be observed that for a critical or transitional flow regime (2320 < Re < 4000), six test cases were generated. The Churchill B(V,ε) function demonstrates higher precision than the Churchill [14], Churchill [28], Haaland, and Swamee and Jain methods. Regarding the Barr method, it only achieves the best precision in 50% of the test cases, while the Churchill B(V,ε) function shows higher precision in 66.7% of the test cases compared to the Pavlov method.
Figure A2. Comparison of absolute error of Churchill B\( (V, \varepsilon) \) and Churchill B(Re) for test cases with 2320 < Re < 4000 (6 cases). (a): Precision-comparison results for Churchill B\( (V, \varepsilon) \) function. (b): Precision-comparison results for Churchill B(Re) function.

Figure A2b, the Churchill B(Re) function shows superior precision compared with the other six methods for all test cases examined.

In Figure A3a, for a turbulent flow regime (4000 < Re < 100,000), 98 test cases are presented. The Churchill B\( (V, \varepsilon) \) function records higher precision in 65.30% of the cases compared to the Churchill [14] and Churchill [28] methods, in 89.80% of the cases with the Haaland method, in 53.10% of the cases with the Barr method, and in 63.30% of the cases with the Swamee and Jain method, and it shows higher precision in 58.20% of the test cases compared to the Pavlov method.

Figure A3b illustrates that the Churchill B\( (V, \varepsilon) \) function exhibits superior precision in 73.50% of cases when compared to the Churchill [14] method, 74.50% compared to Churchill [28], 90.80% compared to Haaland, 69.40% compared to Barr, 73.50% compared to Swamee and Jain, and 70.40% compared to the Pavlov method.

Figure A4 groups the comparisons for a turbulent flow regime (100,000 < Re < 200,000), where 38 test cases were proposed.

Figure A4a demonstrates that the Churchill B\( (V, \varepsilon) \) function surpasses the Churchill [14] and Swamee and Jain methods in terms of precision for 81.60% of cases. Moreover, it outperforms the Haaland method in 92.1% of cases, the Churchill [28] and Barr methods in 78.9% of cases, and the Pavlov method in 84.2% of cases.
Figure A4. Comparison of absolute error of Churchill B(V,ε) and Churchill B(Re) for test cases with 100,000 < Re < 200,000 (38 cases). (a): Precision-comparison results for Churchill B(V,ε) Function. (b): Precision-comparison results for Churchill B(Re) function.

Figure A4b indicates that the Churchill B(Re) function exhibits superior precision relative to the Churchill [14], Churchill [28], Barr, and Swamee and Jain methods in 86.80% of instances. Furthermore, it surpasses both the Haaland and Pavlov methods in 92.1% and 84.2% of cases, respectively.

Figure A5 presents 35 test cases for a turbulent-flow regime (200,000 < Re < 400,000).

Figure A5a shows that the Churchill B(V,ε) function exhibits higher precision in 85.70% of cases compared to both the Churchill [14] and Churchill [28] methods. Additionally, it demonstrates superior precision in 82.9% of cases compared to both the Haaland and Swamee and Jain methods, and in 94.3% of cases compared to both the Barr and Pavlov methods.

Figure A5b reveals that the Churchill B(Re) function outperforms the Churchill [14], Churchill [28], Barr, and Swamee and Jain models in 88.60% of test cases. Moreover, it demonstrates superior accuracy compared to both the Haaland and Pavlov models in 74.30% and 84.2% of cases, respectively.

The analysis presented in Figure A6 evaluates the performance of the Churchill B(V,ε) function in a turbulent flow regime with a Reynolds number greater than 400,000, encompassing a total of 55 test cases.

In Figure A6a, the results indicate that the Churchill B(V,ε) function exhibits superior precision in 92.7% of the test cases compared to the Churchill [14], Swamee and Jain, and Pavlov methods. Furthermore, it demonstrates a precision of 94.50% compared to the
Churchill [28] method, 80.0% compared to the Haaland method, and a precision of 100% compared to the Barr method.

Figure A6. Comparison of absolute error of Churchill B(V,ε) and Churchill B(Re) for test cases with Re > 400,000 (55 cases). (a): Precision-comparison results for Churchill B(V,ε) function. (b): Precision-comparison results for Churchill B(Re) function.

In Figure A6b, the Churchill B(Re) function exhibits superior precision in 90.9% of the cases compared to the Churchill [14] and Swamee and Jain methods. Notably, it demonstrates a precision of 92.7% compared to the Churchill [28] method, 96.40% compared to the Barr method, 87.30% compared to the Pavlov method, and 61.80% compared to the Haaland method.

These graphic results (Figures A1–A6), classified according to the Reynolds number, provide a more detailed perspective on the relative effectiveness of the Churchill B(V,ε) and Churchill B(Re) functions in estimating the friction factor under laminar, transitional, and turbulent flow conditions. It is evident that the Churchill B(Re) function proved to be more accurate than the other methods compared.

Therefore, this study introduces two novel functions that substantially reduce absolute and relative errors compared to existing methods such as those proposed by Churchill, Haaland, Swamee and Jain, Barr, and Pavlov. The incorporation of these new expressions for calculating the friction factor (f), derived from Churchill’s work [28] and modified with the Churchill B(V,ε) and Churchill B(Re) functions (Equations (15), (16), (19) and (20)), can enhance the accuracy of friction loss estimations in various engineering applications.
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