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Abstract: With the widespread use of electric vehicles (EVs), the charging behavior of these resources
has brought a large amount of load growth to the grid, leading to a series of problems such as
increased peak valley load difference and line flow violation. Non-intrusive load monitoring (NILM)
is a key technology that can be employed to monitor the multi-source load data information in
the power grid and support the high-proportion access of electric vehicles. However, traditional
NILM approaches are designed to identify the operation of household appliances and cannot be
applied at the substation level directly due to frequent and intricate switching events of electrical
equipment at this stage. In this paper, a NILM algorithm that can be applied for the monitoring of
the charging behavior of electric vehicles at the substation level is proposed to support the high-
proportion injection of distributed energy resources. The proposed approach employs a deep learning
framework and a multi-kernel convolutional neural network (multi-kernel CNN) framework is used.
The performance of the proposed method is verified on the self-organized datasets based on Pecan
Street data and results showed that the obtained f1 score is over 90% for both the training sets and
testing sets.

Keywords: non-intrusive load monitoring; deep learning; convolutional neural network; electric
vehicles; load disaggregation

1. Introduction

In the novel power system, the load structure tends to be increasingly complicated,
the time-varying nature of the model parameters rises, and the active and electronic
characteristics of the load side become more significant [1–3]. At the same time, with
the widespread use of distributed energy resources such as electric vehicles and buses,
the charging demand of these transports has caused significant load growth on the grid,
which could lead to problems such as increased peak valley load difference, line flow
violation, etc. [4,5]. Load monitoring is a technique that can be used to obtain residential
power information and help to develop demand response plans [6–10]. However, there
are challenges with the conventional artificial experience analysis-based load modeling
approach [11]. A major challenge in the control of the novel power system is how to
completely mine the multi-source load data information in the power grid using digital
technology to produce quick and accurate load modeling.

Load monitoring is a technique that can be used to obtain residential power informa-
tion for the guidance of grid scheduling and dispatching, as well as provide consumers
with energy consumption information to improve their participation in demand response
and optimize residential power consumption behavior [12,13]. Load monitoring methods
can be divided into intrusive load monitoring (ILM) and non-intrusive load monitoring
(NILM) [14–16]. The power information for each appliance or device is required for the ILM
approach. To track the usage of each electrical equipment using the intrusive technique,
a large number of monitoring devices, such as smart meters, must be installed, resulting
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in a higher investment and operation cost [17]. NILM is a technology that can be used
to obtain the “ON/OFF” state and energy consumption information of each type of de-
vice using aggregate information [18]. The implementation of NILM is based on feature
recognition technologies. Only a single measurement device is needed to be installed at
the low-voltage side of the substation to monitor the energy consumption of each type of
device, making NILM a cost-effective strategy [19]. Additionally, customers are more likely
to have higher acceptance of the non-intrusive approach due to its non-intrusive nature,
which facilitates the promotion of this strategy [20].

The load monitoring is realized based on the analysis of the aggregate load power
consumption information obtained from the measurement tools installed at the low-voltage
side of a substation or outside the residential house [21,22]. For different types of loads, the
operation characteristics, such as duration time and rated power, are different. As a result,
the main objective of NILM is to identify the operation curve of these devices through these
signatures. Currently, NILM methods can be divided into low-frequency measurement-
based approaches or high-frequency measurement-based approaches depending on the
sampling rate of the measured load data [18]. However, the acquisition of high-frequency
sampling data is relatively expensive, making the low-frequency data-based method a
cost-effective way to monitor energy consumption information. At present, the commonly
used low-frequency data mainly include voltage, current, or active power time series.

According to the different technical approaches, the NILM algorithm can be divided
into two types: event-based methods and non-event-based methods. The former achieve
load monitoring through load identification, which is applied to detect the switching events
of electrical appliances and classify the events. The non-event-based NILM can be used to
decompose the total power consumption data at any selected time or by a set step instead
of events. This approach directly predicts the power sequence of the target appliance or
speculates the possible combination of appliances based on the aggregate power sequence
or other characteristics. It can be applied in situations where only the system composition at
a specific time is known or the occurrence of events does not need to be detected, typically
employed for statistics on long-term energy use.

At present, multiple types of research have been carried out on residential load decompo-
sition using these NILM algorithms [23–25]. Reference [26] used the factorial hidden Markov
model to identify the operation state of household appliances using a whole home electricity
signal. Reference [27] employed the principal component analysis approach to acquire the
best identification characteristics and decrease the dimensions of the load data.Combined
with the supervised Fisher discrimination method, different types of loads can be identified.
In recent years, with the increasing attention to the development of deep neural networks
and their application in semantic segmentation and image recognition, many researchers
have employed deep learning techniques to solve NILM problems [28–32]. The study [33]
proposed deep neural networks for NILM based on recurrent neural networks (RNNs)
and a factorial hidden Markov model (FHMM), respectively. Compared with traditional
machine learning algorithms, the proposed approach achieved better performance in terms
of recognition accuracy and precision. The study [34] employed a convolutional neural
network (CNN) to solve the NILM problem and disaggregate the total power information.
Compared to the methods proposed in [33], this approach takes less time and has better
energy disaggregation performance. The study [35] further improved the accuracy of the
NILM algorithm by establishing a load sample library for different types of loads. These
studies, however, did not take electrical vehicles into account. Additionally, the proposed
load decomposition algorithms can only be applied to disaggregate load data at the scale
of residential houses or buildings.

Aiming to create demand response plans and solve the issues caused by high-proportion
injection of electric vehicle loads, it is necessary to monitor the load consumption in-
formation from the substation level. However, the NILM framework at the residential
scale cannot be directly applied to the substation level since there are a large number
of electric power customers, frequent and complex switching events of electrical equip-
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ment, and significantly higher energy consumption. To solve this problem, a multi-kernel
CNN-based NILM algorithm that can be applied to load disaggregated at the substation
level is proposed in this paper. The suggested algorithm considers a region with a signifi-
cant proportion of electric automobiles. Figure 1 depicts the decomposition of load at the
substation level. To disaggregate the active power consumption information of electric
vehicles at the substation level, the refinement level of load disaggregation is modified and
the load type is divided into EV charging station load, domestic load, and commercial load.
The main contributions of the proposed algorithm can be listed as follows:

(1) In this paper, a NILM algorithm that can be applied for the monitoring of the charging
behavior of electric vehicles at the substation level to support the high-proportion
injection of distributed energy resources is proposed.

(2) The multi-kernel CNN used in the NILM approach is designed by using three separate
blocks with convolution kernels of different sizes that work in parallel to produce
more precise disaggregation load data for electric vehicles.

(3) The proposed NILM algorithm can be applied to the load disaggregation of EV loads
and monitor the load consumption information from the substation level which
contains a large number of electric power customers, frequent and complex switching
events of electrical equipment, and high energy consumption.

Figure 1. Load Disaggregation at Substation Level.

2. Convolutional Neural Network

Discrete-time convolution is an operation that multiplies and adds the values of
two discrete-time sequences according to certain rules. According to the definition, the
mathematical equation of discrete convolution can be given as:

x(n) =
∞

∑
i=−∞

a(i)b(n− i) = a(n) ∗ b(n) (1)
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where x(n) is the new sequence after the convolution operation; a(n) and b(n) are the
sequence before convolution. The convolutional neural network is a typical feed-forward
neural network. The convolution operation of the CNN belongs to discrete convolution
but is a linear operation rather than a real convolution operation. The corresponding
convolution kernel can be called a filter.

Compared to the traditional fully connected neural network shown in Figure 2 which
requires a time-consuming feature extraction and data reconstruction process, the CNN
decreases the complexity and the number of weights of the network by using a weight-
sharing network topology. The CNN is highly invariant to deformation such as translation,
scaling, and tilting. The core layers of the CNN are the convolutional layers and pooling
layers. Figure 3 shows the network structure of the CNN.

Figure 2. Fully Connected Neural Network Structure.

Figure 3. Network structure of CNN.

The convolutional layers contain several learnable kernels and are used to extract the
features of the input data. Each element of the convolution kernel corresponds to a weight
coefficient and a bias vector, similar to the neuron of a feed-forward neural network. In
the convolutional layer, each neuron is connected to a small region of the input volume to
realize a sparse local connection pattern between neurons of adjacent layers. The extent
of the connecting area is called the “receptive field” and is determined by the kernel size.
During the forward process, the kernels scan over the input features, multiplying the input
features and adding the deviation within the receptive field.

Zl+1 = [Zl ⊗wl+1] + b (2)
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where Zl
k and Zl+1 denote the input and output feature map of the (l + 1)th convolution

layer; b is the deviation. The output volume size of the convolutional layer is determined
by the depth, stride, and padding size, represented by:

V l+1 =
V l − k + 2p

s
+ 1 (3)

where V l and V l+1 are the spatial size of the input and output volume of the (l + 1)th

convolution layer; k is the kernel size of neurons in the corresponding layer; p is the amount
of zero padding at the edge; s is the stride which represents the number of units the filter
translates each time.

The pooling layer is another important block of the CNN. It is applied to reduce
the size of data and the number of network parameters and is usually inserted between
the convolutional layers. After the feature extraction of the convolution layer, the output
feature map is sent to the pooling layer for further feature selection and data filtering. In
this layer, a pre-set pooling function is used to combine the outputs of neuron clusters in
the previous layer into a single neuron to reduce the dimensions of the feature maps.

3. The Proposed NILM Algorithm

The overall framework of the proposed NILM method is shown in Figure 4. The
aggregate power consumption information at T = {t1, t2, . . . , tn} can be represented as a
power sequence:

Pagg(t) =
N

∑
i=1

Pi(t) + e(t) (4)

where n denotes the total number of sampling points; N represents types of loads according
to the refinement level; Pagg(t) denotes the aggregate power sequence measured at the
low-voltage side of the substation; e(t) is the aggregate measurement error; Pi(t) is the
power sequence of load type i, represented by:

Pi(t) = {pi,1, pi,2, . . . pi,n} (5)

where pi,t denotes the power consumption of the ith type of load at sampling point t. By
applying the proposed approach, the power consumption of the target load type can be
directly predicted through the aggregate power sequence.

As presented in Figure 4, the overall load discompose procedure is as follows:

(1) Step 1, the generation of self-organized datasets: To generate the self-organized
datasets, first, the residual load data of different residential houses measured and
recorded by Pecan Street datasets are combined and added to form the power se-
quences that contain the aggregate power consumption of an area and the power
consumption of electrical vehicles. Then, the datasets are divided into training sets
and testing sets.

(2) Step 2, data processing: Remove noise and outliers in the raw dataset. Down-sample
the self-organized datasets and segment using a sliding window method according
to the fixed window length. Before segmenting the self-organized datasets using the
sliding window approach with a fixed window length, the sampling rate is decreased
to 0.5 Hz. Then, the processed training sets and testing sets are sent to the deep
learning network.

(3) Step 3, load disaggregation: The multi-kernel CNN is exploited to extract the load
feature and calculate the power sequence of electric vehicles from the total load data.
The input value of the network is total power consumption and the output value is
the power sequence of electric vehicles.
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Figure 4. Overall Framework of The Proposed NILM Model.

The implementation of NILM requires effective load disaggregation techniques as
well as the improvement of the applicability of the algorithm under complicated scenarios.
On the one hand, the NILM framework needs to be improved, for instance, by utilizing
different techniques for various scenarios. On the other hand, the NILM framework
can benefit from research findings in areas such as mathematical optimization, pattern
recognition, and other innovations in crucial technologies, and get around the drawbacks
of different approaches.

The proposed approach employs a deep learning framework and a multi-kernel
convolutional neural network framework is used. Three separate blocks with convolution
kernels of different sizes work in parallel to form the multi-kernel CNN. These blocks
are employed to extract local details and edge contour information of the input energy
consumption data, respectively. The multi-channel information is then fused to produce
more precise disaggregation load data for electric vehicles. The detailed framework of the
multi-kernel CNN is displayed in Figure 5. The rectified linear units (ReLUs) serve as the
activation functions, which can be represented as:

f (x) = max{0, x} (6)
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Figure 5. Detailed Framework of The Multi-kernel CNN.

4. Case Study

To verify the performance of the proposed NILM algorithm, experiments are imple-
mented using a 64-bit computer with 11th Gen Intel (R) Core (TM) i7-11700 CPU @ 2.50 GHz,
16G memory, and Intel (R) UHD Graphics 750. The residential power consumption infor-
mation of Pecan Street is utilized and re-organized to simulate the total load condition
at the substation side of an area with a high proportion injection of electric vehicle loads.
Several evaluation metrics are employed to evaluate the classification performance and
accuracy of the algorithm.

4.1. Data Pre-Processing

Data pre-processing is applied to improve the effectiveness of the training process of
the proposed network. In order to remove the impact of different load scales, the power is
mapped from −1 to 1 using the maximum minimum normalization method. Equation (7)
displays the specific normalized calculation.

xnorm =
x− xmin

xmax − xmin
(7)
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where xmin and xmax stand for the minimum and maximum values of the power
sequence; x and xnorm represent the power sequence before and after the normalization
process, respectively.

4.2. Data Separation

The active power sequence of the low-frequency sampling data used for the NILM
algorithm is typically extensive with a large number of sampling points. However, the
length of the input sequence for deep learning models such as the multi-kernel CNN is
limited and fixed in general. Therefore, it is necessary to segment the data using the sliding
window method.

Figure 6 shows the process of the sliding windows algorithm. The setting of the
window size depends on the operation characteristic of EV charging behaviors. In this
study, the window size of the input data is set to 400.
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4.3. Loss Function

This developed algorithm trains the network by minimizing the loss function, which
is defined by mean square error (MSE). The specific function is given by:

MSE =
1
N

N

∑
t=1

(
pt − pt

pred

)2
(8)

where pt is the ground truth value of power consumption at the (t)th sampling point; pt
pred

is the disaggregation value of power consumption at the (t)th sampling point computed by
the NILM algorithm; N is total sampling points.

4.4. Evaluation Indicators

For the monitoring of the charging behavior of EVs, NILM can be considered as a
classification task during residential energy consumption. The state of the EV stations
is decided by comparing the ground truth power value and the pre-set threshold. For
simplicity of expression, the metrics for evaluation of disaggregation performance are
defined as follows.

• True positive (TP): Both the result calculated by the algorithm and the ground truth
value show the target appliance is in the “ON” state.

• False positive (FP): The result calculated by the algorithm shows the target appliance
is in the “ON” state, while the ground truth value shows the target appliance is in the
“OFF” state.

• True negative (TN): Both the result calculated by the algorithm and the ground truth
value show the target appliance is in the “OFF” state.

• False negative (FN): The result calculated by the algorithm shows the target appliance
is in the “OFF” state, while the ground truth value shows the target appliance is in the
“ON” state.
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To verify the classification performance of the developed NILM algorithm, the experi-
mental data are evaluated by four indicators given as follows:

Pre =
TP

TP + FP
(9)

R =
TP

TP + FN
(10)

Acc =
TP + TF

TP + TF + FN + FP
(11)

f1 =
2Pre ∗ R
Pre + R

=
2 ∗ TP

2 ∗ TP + FN + FP
(12)

where Pre, R, Acc, and f1 stands for precision, recall, accuracy, and f 1 score, respectively.
Recall and accuracy can be seen as intermediate metrics since a high score on one of them
can still result in a low f 1 score. F1 score reflects the network performance as a whole in
terms of categorizing the “ON/OFF” state of the appliances.

Mean absolute error (MAE) is used to evaluate the temporal sequence of the dis-
aggregation results to assess the correctness of the algorithm across time. It reflects the
effectiveness of the load disaggregation method using more precise power deviations. MAE
can be defined by:

MAEi =
1
N

N

∑
t=1

∣∣∣pt − pt
pred

∣∣∣ (13)

where pt is the ground truth value of power consumption at the (t)th sampling point; pt
pred

is the disaggregation value of power consumption at the (t)th sampling point computed by
the NILM algorithm; N is total sampling points.

4.5. Experiments and Results

In this experimental part, residual load data of different houses measured and recorded
by Pecan Street datasets are added and proportionally expanded to form the self-managed
datasets that contain the aggregate power consumption of an area and the power con-
sumption of electrical vehicles. The self-managed datasets simulate the load consumption
condition at the substation stage of an area containing a high proportion of EV injection and
the training sets and testing sets consist of different houses. The proposed NILM method
is used to predict the power consumption series of electric vehicles using the aggregate
load information.

To discuss the effectiveness of the proposed method, a case study based on self-
organized datasets including electric vehicles generated from Pecan Street load data is
presented. To generate the self-organized datasets, first, the residual load data of different
residential houses measured and recorded by Pecan Street datasets are combined and
added to form the power sequences that contain the aggregate power consumption of
an area and the power consumption of electrical vehicles. Then, noise and outliers are
removed from the raw dataset. The sampling rate of the self-organized datasets is reduced
to 0.5 Hz and segmented using the sliding window method according to the fixed window
length. After that, the datasets are divided into training sets and testing sets and sent to the
deep learning network.

The proposed model is trained using the training set data, and the trained model is
then used to disaggregate the test set data. To verify the performance of the developed
NILM algorithm, the precision, recall, accuracy, f1 score, and mean absolute error are used
to evaluate the classification performance and accuracy of the results. Figure 7 displays the
output results of the proposed model.
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The computed value displays the power sequence of electric vehicles discomposed
by the proposed NILM model. The ground truth value of the target load is also shown
in Figure 7 to more clearly demonstrate the load disaggregation capacity of the proposed
model. It represents the real power consumption of electric vehicles recorded by measure-
ment devices. The experimental results demonstrate that the suggested NILM algorithm is
suitable for substation-level monitoring of the charging behavior of electric vehicles and
has a good trend-tracking impact. It can also be seen from Figure 7 that the recognition
accuracy of the developed algorithm is higher under heavy EV load than under light EV
load conditions.

At the same time, the disaggregated load data can be utilized to calculate the aforemen-
tioned evaluation metrics to verify the performance of the non-intrusive load monitoring
algorithm. Table 1 shows the comparison of Pre, R, Acc, f 1, and MAE for the predicted
value computed by the algorithm for the training sets and testing sets. From the results
obtained, the efficiency of the model is verified. The obtained f 1 score value is over 90% for
both the training sets and testing sets, showing the effectiveness of the proposed method.
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Table 1. Comparison of Pre, R, Acc, f1, and MAE.

Evaluation Metrics Training Sets Testing Sets

Pre 0.9794 0.9983
R 0.9078 0.8292

Acc 0.9341 0.8706
f1 0.9422 0.9059

MAE 2.6717 4.1587

Compared with the NILM approach based on an RNN and factorial HMM proposed
in [33], the model in this paper improves the load decomposition accuracy significantly.
The accuracy for the selected appliances seen during training is 93.41%, improving 26.74%
and 23.08% compared to the average accuracy score for the five selected appliances of the
RNN-based method and factorial HMM-based method proposed in [33]. When compared
to the accuracy for the selected appliances seen during testing, the average accuracy scores
for the five selected appliances of the RNN-based method and the factorial HMM-based
method provided in [33] have improved by 19.07% and 23.07%, respectively.

5. Conclusions

The charging behavior of distributed resources such as electric vehicles has resulted
in significant load growth on the grid, leading to several issues including higher peak
valley load differential and line flow violation. To enable the large-proportion injection of
distributed energy resources, a NILM algorithm that can be used to monitor the charging
behavior of electric vehicles at the substation level is proposed in this study. To create more
accurate disaggregation load data for electric vehicles, a multi-kernel CNN is constructed
employing three independent blocks with convolution kernels of different sizes that operate
in parallel.

Experiments are implemented to verify the effectiveness of the developed method
using self-organized datasets based on the aggregation of Pecan Street data. To generate the
self-organized datasets, the residual load data of different residential houses measured and
recorded by Pecan Street datasets are combined and added to form the power sequences
that contain the aggregate power consumption of an area and the power consumption of
electrical vehicles. The sampling rate of the self-organized datasets is reduced to 0.5 Hz
and segmented using the sliding window method according to the fixed window length.
The datasets are then divided into training sets and testing sets and sent to the deep
learning network.

The multi-kernel CNN is exploited to extract the load feature and calculate the power
sequence of electric vehicles from the total load data. The input value of the network is
total power consumption and the output value is the power sequence of electric vehicles.
Compared with the NILM approach based on an RNN and factorial hidden Markov model
method, the model proposed in this paper improves the average load decomposition
accuracy significantly, by 19.07% and 23.07%, respectively. The obtained f1 score is over
90% for both the training sets and testing sets, showing the effectiveness of the proposed
method. The result shows that the proposed model is feasible for the load monitoring
of electric vehicles at the substation level and can be used to obtain residential power
information for the guidance of grid scheduling and dispatching.
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