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Abstract: This paper integrates the Internet of Things (IoT) technology and a smart grid to build an electric power IoT architecture and analyzes the intelligent sensing technology and wireless communication technology in this electric power IoT. Through the multi-channel data collection technology in power IoT technology and an orthogonal discrete multwavelet transform algorithm of edge computing technology, the high-voltage transmission line status data of the smart grid are collected and processed. Then, the high-voltage transmission line condition monitoring system is designed using the node design of the high-voltage transmission line condition monitoring sensing network and the optimal sensor configuration for droop monitoring. The performance of the monitoring system is simulated and examined. The experimental results show that as the number of burst data nodes increases, the acceptance rate of the ODMT algorithm decreases from 99% to 98%, and the network survival time is over 2000. When the current exceeds 20% of the rated current, the overall measurement error is controlled at approx. 3%. At a height of 4 m, the ratio of the difference between the input voltage and output voltage sensing monitoring is approx. 5%. The error range of temperature sensing monitoring is within ±1 °C. The error rate of communication distance within 200 m is 0, and over 200 m, the error rate is approx. 7%. This system can monitor the transmission status of high-voltage lines very well.
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1. Introduction

The traditional electrical power grid cannot be quickly developed, its equipment cannot be remotely controlled, and its level of automation is not high; thus, the use of a physical grid can no longer achieve the requirements of contemporary society as a power system [1]. Emerging technology has laid the foundation for the construction of a smart grid [2]. For example, technologies such as sensing and measurement, network communication, electronic information, automation, and intelligent algorithms allow the system to become more optimized [3,4]. With the promotion of these technologies, the power system is moving toward efficiency, stability, and high utilization [5,6].

With the rapid emergence of the smart grid and Internet of Things technology, the concept of “intelligence” has been gradually applied to the process of power grid management, and they have great potential to develop intelligent monitoring of the power grid [7,8]. With the emergence of networks, communication and other technologies, grid system condition monitoring is becoming more and more integrated, taking condition monitoring as a prerequisite to building a management system [9,10]. The current use of sensing technology integrated with intelligent information processing technology can complete effective processing of online as well as offline information to ensure real-time condition monitoring and fault warning of equipment [11,12].
Aranda, J used a systematic mapping approach to analyze data collected, transmitted and stored on the Internet, using an edge computing approach to handle data sent near smart grid information sources; they also analyzed attenuated data latency [13]. Wang, W. studied a three-coil wireless power supply system to solve the problem of the power supply for sensors, thus ensuring stability and effectiveness [14]. Yang, Z. used a power supply with an information-energy conversion circuit with limited simulation to investigate the energy harvesting capability that can be used for high-voltage transmission line condition monitoring [15].

In addition, [16] investigated an intelligent distribution network transmission line condition data collection and communication system that is distinct from the traditional transmission line condition monitoring data collection. Others [17] have proposed an efficient, uncompressed algorithm for sensing data combining wavelet compression, and a neighborhood exponential sequence algorithm, which alleviate the data accumulation problem of a high-voltage transmission line condition system and achieves optimization of the system. studied A long-term online monitoring system was studied [18] that can solve the condition monitoring of transmission lines in remote areas and obtained three monitoring periods for low-power wide area networks with a multi-objective particle swarm optimization algorithm that is suitable for the working mode in remote areas.

Research by [19] presented an energy-efficient geographic routing protocol (EGRPM) which is suitable for wireless sensor networks with mobile sinks. EGRPM uses geographical information to partition networks into several cells, each of which could utilize single-hop or multi-hop communication with mobile sinks. Mobile sinks use a particular movement pattern to cover the network cells. This model uses a scheduling mechanism to determine the rest time of sinks.

Research conducted by [20] introduced a deployment scheme for green IoT. This model utilizes a hierarchical structure for deploying devices in IoT. This research modeled the green IoT as an optimization problem and presented a clustering and Steiner tree-based approach, named MECA, to solve this problem. In [21], an energy-efficient routing strategy for data dissemination (EEDD) was proposed which is suitable for wireless networks. This model operates with UAVs. In EEDD, the nature-inspired approach has been used for determining suitable routes between nodes and UAVs.

This paper integrates IoT technology and a smart grid to build an electric power IoT architecture. The contributions of the current research are as follows:

- This research proposes an electric power IoT architecture which combines intelligent sensing technology with wireless communication and other IoT technologies. This model optimizes channel data collection technology and utilizes an orthogonal discrete multi-wavelet transform-based algorithm of edge computing technology to collect and processes high-voltage transmission line condition data from the smart grid.
- This research designs an integrated intelligent sensing terminal with multiple parameters, and forms a complete intelligent condition monitoring system. It primarily studies technologies related to the status of high-voltage transmission lines, transmission line online monitoring categories, hardware design, communication network design of online monitoring systems, and some communication technologies involved in transmission line monitoring.
- This research proposes a networking scheme that can be applied to the online monitoring of transmission lines and the design of the transmission line condition monitoring system based on a C/S multilayer framework.
- Simulation experiments and tests are conducted to verify the performance of the algorithm and the performance of the system in terms of state measurement and communication to verify the feasibility of the monitoring system.

The remainder of this paper is organized as follows: Section 2 includes the research background; Section 3 describes the proposed model in detail; Section 4 outlines the interpretation and discussion of the simulation results; and Section 5 summarizes the findings and presents conclusions.
2. Power Internet and High Voltage Transmission Line Condition Monitoring

Intelligent Sensor Design

Power IoT is the application of IoT in a smart grid, which is the result of recent developments in information and communication technology. It will effectively integrate communication infrastructure resources and power system infrastructure resources, improve the level of informationization of the power system, improve the utilization efficiency of the existing infrastructure of the power system, and provide important technical support for power grid generation, transmission, transformation, distribution and usage. The applied integration of IoT technology and smart grid construction can enhance the communication technology and the ability to place sensors in special locations, monitor the operation of power equipment at any time, and carry out more detailed system management of power and operation environment.

2.1. Power IoT Architecture and Component Technologies

2.1.1. Power IoT Architecture

Electricity IoT combines “big cloud, things, mobile intelligence” communication architecture and technology to realize multi-level and wide-area interconnection communication and human-computer interaction management [22]. The architecture of the power IoT is shown in Figure 1.

![Figure 1. Power IoT architecture.](image-url)

The lower layer of the power IoT architecture mainly includes the collection layer and the network layer, while the upper layer mainly consists of the platform layer and the application layer, which cooperate with each other to form a common system. The collection layer at the bottom of the hierarchy adopts RFID technology and intelligent sensing technology to achieve dynamic acquisition of status information data of various devices and different users in each link the pathway “power generation–transmission–substation–user”. As the key level of communication between the collection layer and the platform layer, the main function of the network layer is to realize transmission of data flow of low latency and low power consumption over a wide area that includes various forms of communication. The platform layer covers the construction of a massive data
processing, analysis, and integration management platform for electrical power equipment to enhance the ability of collaborative and efficient data processing. The application layer at the top of the architecture involves a variety of management applications for the stable operation of the power grid, while developing intelligent applications to meet actual needs to create a comprehensive service platform for smart energy.

2.1.2. Intelligent Sensing Technology

As an important means of interaction with the external environment and the main source of sensory information, intelligent sensors have become one of the core technologies for the future development of the information industry. Energy is needed by the Internet to achieve rapid, extensive and accurate information collection and to realize, via information interaction, two-way flow and optimal control of energy across different regions, types of energy producers, and consumers.

Power sensors and sensor networks are important infrastructures for the energy Internet and will have application value in all its aspects. One of the key tasks in building the energy Internet is to make full use of new Internet technologies, by developing smart sensing technologies and industries. Smart sensors first sense the physical quantity to be measured with the help of its sensitive elements, obtain the physical quantity through conditioning circuits, and then convert it into the corresponding electrical signal.

2.1.3. Wireless Communication Technology

Communication technology is divided into wired communication and wireless communication; the main difference is in the medium of signal transmission. Wireless communication technology is one of the more advanced modern communication technologies, which is mainly used to transmit information in free space by means of electromagnetic wave signals to achieve long-distance signal transmission. The technology mainly involves microwave as well as satellite communication, etc. Its signal needs to be transformed at the base station of the transmission process. The early wireless transmission technology is easily affected by external interference factors, resulting in unstable transmission signals. With the continuous innovation of science and technology, the new wireless communication technology ensures normal communication and promotes the overall development of the wireless communication business.

The distance of communication can be categorized as short-range wireless communication or long-range wireless communication; each has its own advantages and characteristics. There are four kinds of wireless communication technologies commonly used in the Internet of Things, namely ZigBee low-speed short-range transmission communication technology, GPRS technology, 5G communication technology, and NB-IoT technology.

2.2. Smart Grid High-Voltage Transmission Line State Data Acquisition Technology

2.2.1. Multi-Channel Data Acquisition Technology

Multi-channel data acquisition technology can significantly improve the speed of data acquisition and communication and enhance the efficiency of the power system. Multiple sources of data collection and data transfer are realized through multi-channel data collectors, and the final collected output data are used for data calculations and analyses through the cloud. Due to the adoption of multi-channel data acquisition technology, the data collection volume increases significantly, improving the overall efficiency of the system operation, and the whole process can be monitored remotely, realizing the data collection and operation of the power networking solution.

2.2.2. Edge Computing Technologies

The edge computing network model mainly consists of cloud computing, communication network, edge server, and power terminal. This computing network determines the overall data processing and data storage capabilities through the performance of devices in each layer. The data interaction across layers is completed through the communication
network [23]. All users and devices of the power IoT collect data through terminals, and the collected terminal data is used as the input quantity of the system. The edge server operation framework is shown in Figure 2.

As shown in Figure 2, the operation process of the system is divided into three processes: cloud computing, edge computing, and user devices. User devices interact with edge computing through a communication interface. Edge computing consists of three sub-systems: system control center, system data processing, and system data security for the control, operation, and maintenance of the whole system. The multiwavelet transform algorithm is defined in the edge layer and is responsible for data collection, which is presented in the next section. Moreover, edge computing could benefit the applications, computing resources and data provided by the cloud layer. Data transmission between edge and cloud happens when the data needs to be processed in the main datacenter. In this case, only the necessary information is transmitted in order to minimize latency.

2.2.3. Data Collection Based on Orthogonal Discrete Multiwavelet Transform Algorithm

With the help of multiresolution analysis, it is possible to analyze the multiwavelet function motion space by means of the following equation:

\[ V_0 = V_1 \oplus W_1 = V_2 \oplus W_2 \oplus W_1 = V_L \oplus W_L \oplus W_{L-1} \oplus \cdots \oplus W_1, \]

where, \( L \) is an integer that indicates the number of spatial bases. According to the above equation, power edge calculation input data conforming to the multiwavelet algorithm can
be represented by the orthogonality of the scale function and multiwavelet space function as follows:

\[ f = f_1 + g_1 = f_2 + g_1 = f_L + g_L + g_{L-1} + \cdots + g_1, \]

where \( f_1 \) and \( g_1 \) denote the initial and terminal functions of the multiwavelet function moving space in the multiresolution analysis, respectively. The two are expanded on the data, and the expressions are:

\[ f_J(x) = \sum_k C_{J,k}^T \varphi_J,k, \]

and

\[ g_J(x) = \sum_k C_{J,k}^T \psi_J,k. \]

In Equations (3) and (4), the multiwavelet space shifting initial function is called the scale function in the calculation application process, and the end function that will appear in the application process is called the wavelet function in this algorithm. The following functional relationship equations describe the output with the help of the orthogonal principle:

\[ C_{J,k}^T = \langle f(x), \varphi_{J,k} \rangle \]

and

\[ D_{J,k}^T = \langle f(x), \psi_{J,k} \rangle. \]

It can be seen through Equations (5) and (6) that the following problems remain in the relationship between the two: the scale function and the wavelet function can only respond to the movement of the space through the beginning and end functions, and it is also necessary to solve for the decomposition coefficients of the space function, which need to be decomposed to obtain the space function in the method proposed in this study. The decomposed function is:

\[ \varphi(x) = \sqrt{2} \sum_m H_m \varphi(2x - m). \]

In the decomposed function, its spatial decomposition coefficients also need to be spatially transformed by data translation and scaling, and the final double-scale function is represented by the following function:

\[ \frac{1}{\sqrt{2}} \varphi\left(\frac{x}{2} - k\right) = \sum_m H_m \varphi(x - m - 2k), \]

where \( \varphi \) denotes the angle coefficient of the dual scale function, according to:

\[ \varphi_{J,k}(x) = [\varphi_{1,J,k}(x), \cdots, \varphi_{r,J,k}(x)]^T, \]

where 1 denotes the angle coefficient of the dual scale function, according to:

\[ \varphi_{1,k}(x) = \sum_m H_m \varphi_{0,2k+m}(x). \]

Through the exposition of Equations (1)–(10), it is possible to output the multiwavelet function space-shifting initial function, that is, the scale function, which is expressed through the functional relationship equation using the following equation:

\[ C_{1,k}^T = \sum_m H_m C_{0,m}. \]

Due to the complexity of the above equation, a simplification process is performed to facilitate the calculation to obtain:

\[ C_{j,k} = \langle f(x), \varphi_{j,k} \rangle^T = \sum_m H_m C_{j-1,m}. \]
The simplified wavelet function is expressed through the following equation:

$$D_{J,k} = \langle f(x), \psi_{J,k} \rangle^T = \sum_m G_{m-2k}C_{j-1,m}.$$  \hspace{1cm} (13)

The spatial decomposition of the moving signal using the data space projection approach again results in the output of the following function:

$$f(x) \in V_0 = V_1 \oplus W_1.$$  \hspace{1cm} (14)

The above equation indicates that the spatially shifted original signal can be obtained from the summation of functions on space, i.e., it can be expressed as

$$f(x) = \sum_m C_{1,m}^T \phi_{1,m}(x) + \sum_m C_{1,m}^T \psi_{1,m}(x).$$  \hspace{1cm} (15)

According to the derivation process of the scale function, the spatial decomposition existence relation is obtained and expressed as:

$$C_{0,k}^T = \langle f(x), \varphi_{0,k}(x) \rangle.$$  \hspace{1cm} (16)

Substituting the above equation into the spatial shift decomposition formula, we finally obtain the following:

$$C_{0,k} = \sum_m H_{k-2m}^T C_{1,m} + \sum_m G_{k-2m}^T D_{1,m}.$$  \hspace{1cm} (17)

The orthogonal transformation of the scale space function and the wavelet function can then result in a reconstructed expression for the multiwavelet function, expressed by the following function:

$$C_{j-1,k} = \sum_m H_{k-2m}^T C_{j,m} + \sum_m G_{k-2m}^T D_{j,m}.$$  \hspace{1cm} (18)

Edge computing can complete the calculation using data from the device data collected from multiple channels, and the obtained data will be processed to complete the composition of the power IoT.

2.3. Smart Grid High-Voltage Transmission Line Condition Monitoring Intelligent Sensing Design

According to the demand for the development of the ubiquitous IoT of electric power, the intelligent sensing that constitutes the underlying structure of IoT is designed in conjunction with the overall system design scheme.

2.3.1. Overall Design of Intelligent Sensing

The overall structure of intelligent sensing includes the sensor nodes, microcontroller, and the modules for communication, information positioning, and energy extraction. Sensor nodes can be used to collect various status parameters in transmission lines, such as voltage, current, temperature and humidity, wire dance, insulator discharge, arc sag, wind deflection, etc. \[24\].

The microprocessor collects and processes the corresponding data and later uploads it to the server side through the wireless communication module, thus, realizing the communication between the intelligent sensing terminal and the server side. Among the structure components, the sensor nodes collect data intermittently, and according to the varying demands for data, different data collection and sending cycles are set to reduce power consumption of the terminal as much as possible.
2.3.2. High-Voltage Transmission Line Condition Monitoring Sensing Network Node Design

The main functional modules of the sensor network node consist of a real-time multi-tasking management module, a Socket communication module, a configuration management module, an IEEE1451 protocol processing unit, a TEDS electronic data form, and a TII intelligent interface module. The main parameters measured by the sensor network, including phase volume, have a signal over-zero detection method and discrete Fourier algorithm. The over-zero detection method is simple to implement but susceptible to interference, and the discrete Fourier algorithm suffers from frequency leakage when the frequency of the collected signal changes.

2.3.3. Optimal Sensor Configuration Design for High Voltage Transmission Line Droop Monitoring

The monitoring of the droop can be determined by other parameters, but the tension is easily accessible and better reflects the change in the droop. Because the transmission line is suspended between two towers, a static model of the transmission line is usually used to describe its mechanical droop due to its weight, \( W \). Deriving the relationship for a single horizontal span configuration and extending it to any number of towers, the horizontal span configuration to measure transmission line sag is shown in Figure 3.

![Figure 3. Horizontal span configuration measurement of transmission line sag.](image)

According to the tension measurement, the drape \( D \) can be expressed as:

\[
D_i = \left( F_i - H_i \right) W, \tag{19}
\]

where \( F_i \) and \( H_i \) are the vertical and horizontal components of the line tension, respectively, and \( i \) is the span number of the horizontal span model.

With the change in line temperature \( T \), the line length changes from \( L_1 \) to \( L_2 \):

\[
L_{2i} = L_{1i} \left( 1 + \alpha_A (T - T_{\text{cref}}) \right), \tag{20}
\]

where \( \alpha \) is the linear thermal expansion coefficient and \( T_{\text{cref}} \) is the conductor temperature at length \( L_{\text{cref}} \).

The droop corresponding to the new length \( L_{2i} \) can be expressed as:

\[
L_{2i} = \frac{8D_{1i}^2}{3S_i} + S_i. \tag{21}
\]
Then the relationship between arc drape and tension is:

\[ D_i = \sqrt{\frac{3S_i(L_{2i} - S_i)}{8}}, \]  

(22)

where, \( S \) is the span of the transmission line between the two towers.

In the Figure, the drape-tension relationship of the towers A and B2 is:

\[ \begin{cases} 
WD_i + \frac{WS_i^2}{\pi D_i} = F_{1i} \\
WD_i + \frac{WS_i^2}{\pi D_i} = F_{2i} 
\end{cases} \]  

(23)

In order to obtain the location of the sensors during the elimination process, while maintaining the observability of the line, the problem is expressed as a linear integer programming, which yields:

\[ f(X) = \min \sum_{m,n=1}^{N} \Xi_{mn}x_m, \]  

(24)

where \( f(X) \) is a function with non-zero terms, \( m \) and \( n \) are two consecutive towers, \( \Xi \) is the set of connections, and \( x \) is the decision variable.

Furthermore,

\[ \Xi_{mn} = \begin{cases} 
1, & \text{if } m = n \\
1, & \text{if } m \& n \text{ is connected} \\
0, & \text{if Other} 
\end{cases} \]  

(25)

And

\[ x_m = \begin{cases} 
1, & \text{if Configuring Sensors} \\
0, & \text{Other} 
\end{cases} \]  

(26)

With the proposed optimal sensor configuration method, the need for sensors is greatly reduced. As a result, the measurement data required for droop estimation is also reduced, and the accuracy of the estimation is not affected.

3. Smart Grid High-Voltage Transmission Line Condition Detection System

The system design includes sensing terminal design and software design, which are combined to build the transmission line status Internet of Things. The system software design is based on the sensing terminal design and combined with the system requirements to realize the functions of the system software. This section explains the system design from several aspects, such as the design of the system structure, function, and communication.

3.1. System Architecture Design

The high-voltage transmission line smart grid system is designed with a three-layer C/S architecture, which divides the application functions into three parts: the representation layer ULL, the business logic layer BLL, and the data access layer DAL. The structure of the high-voltage transmission line smart grid system is shown in Table 1. The representation layer is the user interface part of the application and is located at the uppermost layer of the three-layer architecture, receiving user input data and displaying the processed data needed by the user through the interface. The business logic layer is the core part of the system software, which accesses the data uploaded by the intelligent sensing terminal through socket communication, parses it, and stores it in the database, and then it is used for data transfer and business logic processing of the representation and data layers. The data access layer is the data management system through the ADO.NET data access interface, used to realize the operations of adding, deleting, checking, and changing data in the database and feeding the results back to the business logic layer.
Table 1. High-voltage transmission line system structure of the smart grid.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presentation layer</td>
<td>Visual display</td>
</tr>
<tr>
<td></td>
<td>Data monitoring</td>
</tr>
<tr>
<td></td>
<td>Human-computer interaction</td>
</tr>
<tr>
<td>Business logic layer</td>
<td>Data communication</td>
</tr>
<tr>
<td></td>
<td>Logical judgment</td>
</tr>
<tr>
<td></td>
<td>Data processing</td>
</tr>
<tr>
<td>Data access layer</td>
<td>Database operation</td>
</tr>
<tr>
<td></td>
<td>Text manipulation</td>
</tr>
<tr>
<td></td>
<td>Data access interface</td>
</tr>
</tbody>
</table>

3.2. System Functional Design

According to the functional requirements of the system, the functional structure of the system is designed, in general, following the design principles of top-down, gradual improvement, modularization, and structuring. The transmission line condition monitoring system includes user management, tower management, equipment management, data monitoring, and data management. Detailed definitions of functions in each module are given below. The functional structure block diagram of the system software is shown in Figure 4.

![Figure 4. System software functional structure diagram.](image)

The specific functions of each module in this system are as follows:

1. The tower management sub-module can show the list of towers, and create and delete tower information. The tower information only involves the tower name, and the module’s data table includes this information.

2. Equipment management sub-module can show the list of all equipment. In this submodule, you can view the name, number, positioning information of a device and the name of the tower associated with the device.

3. The user management sub-module is for users to authenticate by entering their accounts and passwords and thus enter the transmission line condition monitoring system for related operations. In addition, all entered user information can be managed.
(4) The data management sub-module is used to query the historical data of the terminal equipment within a given time period, according to the number of all the terminal equipment associated with the tower and the type of monitoring parameters. It is also possible to delete the historical data within a certain period of time to optimize the storage space of the system.

(5) The data monitoring sub-module is used to show the latest data information of all the status quantities monitored by the terminal equipment associated with the tower.

3.3. Communication Design

The sensing device communicates with the server through the GPRS communication network, using TCP/IP protocol as the data transmission protocol. The commonly used protocols in the transport layer of TCP/IP protocol are the UDP protocol and TCP protocol, which are connectionless, out-of-order, and unreliable transmission protocols, but are characterized by fast transmission speeds. The TCP protocol receives packets from the application layer and splits the data stream into fixed-length packet segments for transmission. It also performs the functions of confirming the legality of datagrams, controlling the traffic transmission within a certain period of time, handling network delays, detecting the format of datagrams sent by the source host, etc. It provides highly reliable data communication between the sensing device and the server.

(1) Communication link establishment

When the sensing terminal device collects data, the collected data are packetized at the application layer through a custom data communication protocol, and then, TCP packets are added to convert it into TCP packets to provide an end-to-end interface. The IP header is added to form an IP datagram, and the IP address addressing is used to select the best route between networks for data transmission.

(2) Data communication protocol design

In order to achieve standardized, automated, and transparent transmission of transmission line status monitoring information, the data transmission protocol for communication between the sensing terminal equipment and the server is designed, and the data is packetized, as the protocol of the application layer so as to establish a standardized and mutually compatible information management system. After receiving the data, the server-side parses the data in accordance with this data communication protocol format, after which, the data are stored in the database. The sensing terminal device has intermittent collection and automatic upload, and the data transmission protocol uses the data frame format, as shown in Table 2.

<table>
<thead>
<tr>
<th>Format</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start code</td>
<td>1 byte</td>
</tr>
<tr>
<td>Device number</td>
<td>8 byte</td>
</tr>
<tr>
<td>control word</td>
<td>1 byte</td>
</tr>
<tr>
<td>Data length</td>
<td>4 byte</td>
</tr>
<tr>
<td>Data field</td>
<td>9 byte</td>
</tr>
<tr>
<td>verification code</td>
<td>4 byte</td>
</tr>
<tr>
<td>End code</td>
<td>1 byte</td>
</tr>
</tbody>
</table>

4. Monitoring System Testing and Analysis

The sensor and system design is detailed in the previous section. The performance of the designed sensors was first tested, then the functional and non-functional aspects of the system are tested to verify its overall operational capability.
4.1. System Simulation Experiment

4.1.1. Experimental Parameter Settings

Python is used to simulate the algorithm ODMT mentioned in this paper. In total, 50 to 100 wireless rechargeable sensors are randomly placed within a 400 m × 400 m mobile sensor network. The sensors have a transmission range of 50 m. The MS acts as a mobile receiver and moves through the network collecting data without stopping. The battery rating of each sensor is 1 J, and the cache rating is 250 KB. In addition, the sensor nodes randomly generate 256 bits of burst data with the specific simulation parameters shown in Table 3.

Table 3. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter</th>
<th>Set Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The battery is fully charged</td>
<td>$E_{full}$</td>
<td>2 J</td>
</tr>
<tr>
<td>Cache space capacity</td>
<td>$B_{full}$</td>
<td>25 KB</td>
</tr>
<tr>
<td>Network length</td>
<td>L</td>
<td>400 m</td>
</tr>
<tr>
<td>Network width</td>
<td>W</td>
<td>400 m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>N</td>
<td>150</td>
</tr>
<tr>
<td>Transmission radius</td>
<td>$d_{tr}$</td>
<td>50 m</td>
</tr>
<tr>
<td>Burst packet</td>
<td>b</td>
<td>256 bits</td>
</tr>
</tbody>
</table>

4.1.2. Experimental Results and Analysis

In this section, the performance of the ODMT proposed in this paper is evaluated through simulation experiments and compared with the EGRPM [19] algorithm, MECA [20] algorithm, and EEDD [21] algorithm in the same sensor scale with a total time of $T_s$, to verify the effectiveness of the proposed ODMT. The simulation results show that the ODMT ensures a high acceptance rate of the network, which enables the sensor network to operate properly. Figure 5 shows the average energy consumption for 100 sensor nodes. As the number of burst data nodes increases, the acceptance rate of the experimental algorithm decreases from 99% to 98%, which is a small decrease. The acceptance rate of the EEDD algorithm decreases from 90% to 68% as the number of burst data nodes increases, which is a relatively large decrease. Compared with other algorithms, the acceptance rate of the algorithm in this paper is higher, and the reduction is negligible.

Figure 5. Average energy consumption when there are 100 sensor nodes.
The network survival time is defined as the time when the first sensor node dies in the transmission process, and for a network size of 100 and 200 nodes where each node has different initial energy, it is the time when there remains 20 fixed nodes in the network to collect the burst data and transmit the burst data. Figure 6 shows the network survival time when the number of sensor nodes is 100 or 200; ODMT and EGRPM [19], MECA [20], and EEDD [21] algorithms have similar network survival times, over 2000. However, in terms of acceptance rate, ODMT always had a high acceptance rate of more than 80%. The comparison shows that the algorithm of this paper can accurately represent the network acceptance capability of different sensors.

Table 4. Numerical results of the experiments.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Avg. Acceptance Rate vs. Burst Data Nodes</th>
<th>Acceptance Rate</th>
<th>Network Survival Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 Nodes</td>
<td>200 Nodes</td>
<td>100 Nodes</td>
</tr>
<tr>
<td>ODMT</td>
<td>98.6286</td>
<td>81</td>
<td>80</td>
</tr>
<tr>
<td>EGRPM</td>
<td>98.6286</td>
<td>50</td>
<td>39</td>
</tr>
<tr>
<td>MECA</td>
<td>91.8571</td>
<td>55</td>
<td>46</td>
</tr>
<tr>
<td>EEDD</td>
<td>76.0429</td>
<td>78</td>
<td>62</td>
</tr>
</tbody>
</table>

4.2. Measurement Performance Test and Analysis of State Parameters

4.2.1. Current Test

The rated current value of the experimental line is 500 A, and the data monitored according to the existing current sensor data values and the current transformer calibrator are shown in Table 5. When the measured current exceeds 20% of the rated current, the ratio difference and phase difference change values are small, the overall measurement errors are approx. 3%, which is very small, and the ratio difference change is approx. 10°. This demonstrates that the stability of current sensing monitoring is good.

4.2.2. Voltage Test

This test required a high-voltage transmission line with the regulator and step-up transformer for the simulation, using a ratio of 1:120 step-up transformer, one end of which is connected to the high-voltage lead, one end of which is connected to earth. The
monitoring terminal was suspended at 4 m, and this was followed by a multimeter to obtain the voltage regulator readings of input voltage, $U_1$, and voltage sensor output voltage, $U_2$; Table 6 shows the voltmeter readings. The two values, $U_1$ and $U_2$, are closely related to each other; thus, with the voltage sensor at a height of 4 m, the input voltage and output voltage difference ratio of about 5% and the value of distributed capacitance to the ground close to stable, demonstrate that the output voltage sensing monitoring is also relatively good.

### Table 5. Data table measured by the current calibrator.

<table>
<thead>
<tr>
<th>Experimental Number</th>
<th>Measured Current (A)</th>
<th>Comparison Difference (%)</th>
<th>Difference (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>576 (120%)</td>
<td>−0.011</td>
<td>41.85</td>
</tr>
<tr>
<td>2</td>
<td>480 (100%)</td>
<td>0.001</td>
<td>40.36</td>
</tr>
<tr>
<td>3</td>
<td>384 (80%)</td>
<td>0.012</td>
<td>38.11</td>
</tr>
<tr>
<td>4</td>
<td>288 (60%)</td>
<td>0.111</td>
<td>36.21</td>
</tr>
<tr>
<td>5</td>
<td>192 (40%)</td>
<td>0.258</td>
<td>34.16</td>
</tr>
<tr>
<td>6</td>
<td>96 (20%)</td>
<td>0.339</td>
<td>32</td>
</tr>
</tbody>
</table>

### Table 6. Data read from voltage test.

<table>
<thead>
<tr>
<th>Output Voltage $U_2$ (V)</th>
<th>Input Voltage $U_1$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>3</td>
</tr>
<tr>
<td>0.62</td>
<td>6</td>
</tr>
<tr>
<td>0.93</td>
<td>9</td>
</tr>
<tr>
<td>1.26</td>
<td>12</td>
</tr>
<tr>
<td>1.54</td>
<td>15</td>
</tr>
</tbody>
</table>

#### 4.2.3. Temperature Test

The experiment was conducted in a temperature-controlled chamber under existing experimental conditions to test the temperature sensing status monitoring. The temperature of the temperature-controlled chamber was controlled at 21.6 °C by setting this as the average temperature, and temperature sensors measured the temperature for 118 moments. The measurement results of the temperature sensor are shown in Figure 7. The error range of temperature sensing monitoring is within ±1 °C, which meets the temperature sensing monitoring design requirements.

![Figure 7. Measurement results of the temperature sensor.](image-url)
4.3. Communication Testing

The monitoring terminal transmits data to the monitoring host through the wireless module a total of 30 times. If no reply is received or there is a check error, etc., which makes the communication fail, the monitoring terminal will resend the data after 5 s. Each time the data is sent, the sending indicator will flash once. The data are transmitted by the monitoring terminal at different distances, and the success of communication is judged by the number of blinks of the indicator. Table 7 shows the test results of the communication test. The results prove that the communication distance is within 200 m, the communication reliability is large, and the error rate is zero. The communication error rate increases when the communication distance exceeds 200 m; however, it is approx. 7%, which is within the acceptable range of error.

Table 7. Communication test results.

<table>
<thead>
<tr>
<th>Communication Distance (m)</th>
<th>Sent Successfully</th>
<th>Send Failure</th>
<th>Error Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;100</td>
<td>30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100–200</td>
<td>30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>200–300</td>
<td>29</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>&gt;300</td>
<td>28</td>
<td>2</td>
<td>6.7</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, the ODMT algorithm was used to collect data on the state of high-voltage transmission lines in smart grids, and detect them through state monitoring sensors. This research also utilized an intelligent system design to monitor the state of high-voltage transmission lines. This approach was analyzed through several simulation studies, and its efficiency was compared to similar systems. The results showed that the proposed method can achieve a higher acceptance rate compared to previous methods, and, at the same time, obtain a longer network survival time. According to the results, ODMT demonstrates a higher resistance of acceptance rate (varying about 1%) compared to previous works. This means the proposed algorithm can accurately represent the network acceptance capacity of different sensors. In addition, when the current exceeds 20% of the rated current, the ratio difference and phase difference change values are small; the overall measurement error is approx. 3%. Voltage sensing monitoring showed an input voltage to output voltage difference ratio of approx. 5% at a height of 4 m. The error range of temperature sensing monitoring is within ±1 °C. In summary, the measurement performance of each state quantity is good. Testing communications showed that, when the communication distance is within 200 m, the communication reliability is large, and the error rate is zero. When the communication distance is more than 200 m, the communication error rate will be increased and kept at approx. 7%, which is within the acceptable range of error. These results confirm the desired performance of the model proposed in this paper in simulated real-world applications.

Although this research tried to evaluate various functional aspects of the proposed method, this research still has limitations in terms of tested operational scenarios that can be resolved in future research. Additionally, the combination of optimization techniques for improving the configuration of the model is one of the aspects that can be improved in this research, which will be investigated in future works.
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