Online Multiple Object Tracking Using Min-Cost Flow on Temporal Window for Autonomous Driving
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Abstract: Multiple object tracking (MOT), as a core technology for environment perception in autonomous driving, has attracted attention from researchers. Combining the advantages of batch global optimization, we present a novel online MOT framework for autonomous driving, consisting of feature extraction and data association on a temporal window. In the feature extraction stage, we design a three-channel appearance feature extraction network based on metric learning by using ResNet50 as the backbone network and the triplet loss function and employ a Kalman Filter with a constant acceleration motion model to optimize and predict the object bounding box information, so as to obtain reliable and discriminative object representation features. For data association, to reduce the ID switches, the min-cost flow of global association is introduced within the temporal window composed of consecutive multi-frame images. The trajectories within the temporal window are divided into two categories, active trajectories and inactive trajectories, and the appearance, motion affinities between each category of trajectories, and detections are calculated, respectively. Based on this, a sparse affinity network is constructed, and the data association is achieved using the min-cost flow problem of the network. Qualitative experimental results on KITTI MOT public benchmark dataset and real-world campus scenario sequences validate the effectiveness and robustness of our method. Compared with the homogeneous, vision-based MOT methods, quantitative experimental results demonstrate that our method has competitive advantages in terms of higher order tracking accuracy, association accuracy, and ID switches.
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1. Introduction

Multiple object tracking (MOT) can be defined as localizing various objects in a scene after obtaining a sequence of data (i.e., a series of RGB images) over a period of time from sensors, combining these with data association techniques to accomplish the correct matching of the same object between data frames, and forming the tracking trajectory of each object. MOT has enormous potential in both academia and industry and has gained increasing attention in the fields of computer vision and artificial intelligence [1–3]. Autonomous driving is the emerging future of the automotive industry, helping to alleviate traffic congestion, reduce traffic accidents, improve driving safety, meet the various needs of different people groups, etc. [4–6]. As a core technology for autonomous driving environment perception, MOT is crucial to tasks such as obstacle avoidance, ego-vehicle route planning, intention recognition, and vehicle control of autonomous driving vehicles.
To realize MOT, two main challenges need to be considered: (1) How to measure the similarity between intra-frame objects, and (2) How to recover identity based on the similarity between objects across frames. Problem (1) involves object feature extraction, while Problem (2) pertains to data association. The object appearance features are important clues for measuring the similarity between objects in MOT. Historically, traditional handcrafted features like RGB color histograms [7] and Local Binary Pattern Histograms (LBPH) [8] have been commonly used for data association. However, these manually designed features have limitations in fully capturing the semantic information of objects and lack robustness in handling significant appearance variations. As a result, their performance tends to be subpar on MOT benchmarks. Nevertheless, with the emergence and advancement of deep neural networks, specifically Convolutional Neural Networks (CNNs), we have witnessed a remarkable shift in feature extraction. The CNN-based feature extractors have gained widespread popularity in MOT research [9–12]. These feature extractors possess a hierarchical structure, where different convolutional layers characterize the objects from various perspectives. This enables the extracted features to encode more details and semantic information of the objects, thereby distinguishing them from other appearance-similar objects. In addition, due to the high dynamic and complexity of traffic scenes, the main challenges, including object scale changes, light intensity, occlusion, shadows, etc., which are currently faced in MOT for autonomous driving, also increase the difficulty in extracting features with significant discriminability of the object. Therefore, we employ ResNet50 [13] as the backbone network and design an object appearance feature extraction network based on metric learning, which is trained using triplet loss. The network minimizes the distance between the same objects while maximizing the distance between different objects, resulting in discriminative target appearance features. Furthermore, we introduce a Kalman Filter (KF) with constant acceleration (CA) to achieve accurate prediction of object positions by fusing current observations with past state estimates.

Data association is the core of MOT, which aims to correctly match the detections at the current frame with their historical trajectories, and the calculation of feature affinity between objects and trajectories plays an important role in the process. Most existing methods only calculate the feature affinity between the trajectories of the previous frame and the detections of the current frame, ignoring the trajectories that were not matched at the previous frame. This approach is feasible for the continuously detected objects, but for the reappearing objects caused by disappearance or occlusion, they may be assigned to incorrect trajectories, leading to unnecessary ID switches and reducing the tracking performance. To address this issue, we present how to categorize the trajectories within a temporal window composed of consecutive multi-frame images into active trajectories and inactive trajectories and compute the feature affinity between each category of trajectories and detections separately. Active trajectories and inactive trajectories are defined as follows: during the tracking, if no new detections are added to a trajectory in the current frame, its state is set to inactive, otherwise it is set to active. Additionally, we conjoin the concept of the min-cost flow for global association and propose a temporal window data association method. Specifically, when there is a strong (large) affinity between detections and trajectories, our method solves the min-cost flow problem of the network constructed using the affinity between detections and trajectories, enabling optimal matching between detections and trajectories within the temporal window.

To summarize, we present a novel online MOT framework for autonomous driving utilizing min-cost flow on temporal window. The main contributions are summarized as follows:

- By leveraging the feature extraction capabilities of CNN and incorporating metric learning, we design a three-channel neural network with ResNet50 as the backbone network and a triplet loss as learning function. The network aims to extract object appearance features that possess high discriminability. Simultaneously, we employ...
the KF with CA motion model to optimize and predict the bounding box information of objects. As a result, we obtain robust object representation features.

- The trajectories within the temporal window are divided into active trajectories and inactive trajectories. The affinities between each category of trajectories and detections are computed based on appearance and motion features. By constructing a sparse affinity network and solving the min-cost flow problem, the data association is performed, leading to a reduction in ID switches.
- The extensive experiments have been conducted on the KITTI MOT dataset and our real-world campus scenario. The ablation study confirms the effectiveness of the key modules. The comparison results between our method and the existing homogeneous, vision-based methods using state-of-the-art evaluation measures show that our method exhibits competitive tracking performance.

2. Related Work

Over the past few decades, researchers have proposed a wide range of solutions for MOT. Existing MOT methods can be categorized into two frameworks based on tracking techniques: tracking-by-detection and joint detection and tracking. The main difference lies in whether there is a tracking module integrated with the object detection network.

2.1. Tracking by Detection

The tracking-by-detection methods have become one of the mainstream approaches for MOT [1,7–12,14–16]. It is a paradigm for multi-stage object tracking. In this tracking paradigm, the video sequence frames are first subjected to object detection using a detector. Then, a tracker is employed to extract features, and a data association method is used to establish correspondences between objects and trajectories. By repeating these steps frame by frame, the final tracking results are obtained. The tracking-by-detection paradigm usually consists of three main modules: object detection, feature extraction, and data association.

Owing to the powerful feature extraction capabilities of CNNs, object detection for autonomous driving has made significant breakthroughs [17–23]. Ren et al. [17] proposed Faster R-CNN, which used a Region Proposal Network (RPN) instead of Selective Search to generate Region of Interest (RoI) proposals faster. RPN shared the convolutional layers with Fast R-CNN [18], reducing computational complexity and significantly accelerating object detection. G-RCNN [19] was an innovative object detection model that introduced a unique granule concept in CNN. In unsupervised mode, G-RCNN utilized the granule technique combined with spatiotemporal information to extract more accurate RoIs and efficiently capture the details and contextual information of objects, thereby enhancing the performance of object detection. YOLOv4 [20], with CSPDarknet-53 as the backbone network, introduced the “bag of freebies” and “bag of specials” techniques to improve data augmentation and regularization during training, achieving faster inference. YOLOv4 had been considered to strike the best balance between speed and accuracy. YOLOX [21] utilized an anchor-free, decoupled head techniques that allowed the network to process classification and regression using separate networks, reducing the number of parameters and increasing the inference speed. Edge YOLO [22] was a lightweight object detection framework based on YOLOv4, which was designed for 5G edge computing scenarios. It incorporates channel pruning to significantly reduce the network size and improves the feature fusion method to efficiently reduce GPU resource consumption.

Feature extraction is an essential stage in tracking-by-detection MOT methods, and accurate feature extraction is key to high-quality tracking. The object features in MOT mainly focus on appearance features [7–12], motion models [1,14], aggregation features [15,16], etc. The appearance features extraction can be divided into hand-crafted features and CNN-based feature extraction. Hand-crafted features include RGB histograms [7], LBPH [8], etc. However, these features cannot capture the semantic information of the objects and have limited discriminative ability. Since CNNs were introduced to computer
vision, it has been used by many researchers for extracting object appearance features. Mykheievs'kyi et al. [9] proposed a simple CNN to learn the local feature descriptors of objects, and Gonzalez et al. [10] adopted a Multiple Granularity Network. Quasi-Dense Similarity Learning [11] generates hundreds of region proposals for contrastive learning of appearance features by densely sampling image pairs and employs most of the information regions on the image to obtain high-quality appearance features. Ref. [12] utilized the self-attention mechanisms to focus on key information about the objects to obtain reliable appearance feature representations. Some researchers used motion models to represent the object. For instance, LGM [14] solved the long-term tracking problem in MOT by effectively utilizing object local and global motion information that was modeled by the box and tracklet embedding modules, without object appearance features. If only appearance features or motion models are used in MOT methods, then the spatiotemporal correlation of objects will be neglected, leading to tracking failures. Therefore, aggregation features have been proposed. STURE [15] achieved learning of spatiotemporal representations between current candidate detections and historical sequences in a mutual embedding space. By designing diverse loss functions, it was capable of extracting more discriminative representations for detections and sequences, thereby enhancing the current detection features and eliminating the differences among them. Yang et al. [16] projected the position and motion features of each object into an adaptive search window, which ensured a better balance between appearance and motion features.

In tracking-by-detection methods, data association between trajectories and detections is crucial. It first calculates the affinity between the trajectories and the detections using the extracted features, and then employs different strategies for matching based on the affinity. MOTSFusion [24] was a closed-loop method that adopts a strategy of track first, reconstruct, and then reconstruct and track again. It synthesized information from trajectory extraction and object reconstruction to achieve accurate tracking and recovery of objects by combining 2D trajectory with 3D object modeling and can handle occlusion and missing objects, improving the efficiency and robustness of tracking. TripletTrack [25] exploited a CNN trained with the triplet loss and a Long Short-Term Memory to extract appearance features and motion features from the tracked and detected objects, respectively, determined the similarity of their features and constructed an affinity matrix using a small affinity network, and then adopted the Hungarian algorithm for association. FAM-Net [26] employed Siamese networks for single object tracking of each object in adjacent frames and implicitly obtained the appearance and position information of the objects. It achieved continuous multi-frame end-to-end joint data association training by performing local associations. ByteTrack [2] separated the objects into two categories, high-confidence and low-confidence, based on their detection confidence. For the first matching, KF was adopted to generate the trajectory positions at the next frame. Based on either motion affinity or appearance affinity, an association matrix was constructed, and the Hungarian algorithm was then used to match the high-confidence detections with the trajectories. For the second matching, the Intersection over Union distance was used to compute the affinity between the low-confidence detections, the remaining tracked objects and trajectories from the previous step. The Hungarian algorithm was employed again to complete the matching.

2.2. Joint Detection and Tracking

The joint detection and tracking (JDT) methods typically apply the state-of-the-art detector frameworks as the backbone network. The detection branch and feature extraction branch share the underlying features to accomplish the tasks of object detection and feature extraction, enabling data association and achieving simultaneous object detection and tracking. As the object detection and feature extraction tasks are carried out within the same backbone network, the JDT methods are more efficient. YOLOTracker [3] adopted the Hungarian algorithm for data association. It employed the CSPDarknet-53
network as the backbone network and utilized a path aggregation network to fuse low-resolution and high-resolution features. Additionally, the texture features and semantic information were integrated to reduce inconsistencies in object feature extraction and obtain a more comprehensive object representation. Guo et al. [27] employed ResNet101 as the backbone network and introduced temporal-aware object attention and distractor attention, which enhance object focus and suppress interference. This approach enables better focus on the target and suppression of distractions, leading to collaborative joint optimization between position prediction and embedding association tasks. CenterTrack [28] followed the CenterNet framework and took the current frame, the previous frame, and a heatmap generated based on the centers of tracked objects as inputs. In addition to returning the center point, length, and width of the detected bounding box, the regression branch also returned an extra offset, which was used for tracking prediction. Tokmakov et al. [29] proposed an end-to-end trainable method based on [28], named PermaTrack. It used convolutional gated recurrent units to encode the entire frame for feature mapping estimation. PermaTrack incorporated a spatiotemporal, recurrent memory module to utilize past history and infer the position and identity of objects at the current frame. JDT methods require simultaneous execution of detection and feature extraction tasks, but optimizing these tasks separately can lead to conflicts. To solve it, MOTFR [30] introduced a locally shared information decoupling (LSID) module to separate the detection and feature extraction tasks, effectively addressing their optimization conflicts while ensuring necessary information sharing. MOTFR also incorporated a feature purification module that, combined with the LSID module, utilized extracted object features to guide the optimization of the detection task, further improving tracking performance and enhancing the accuracy of object detection. SegDQ [31] was a Transformer-based method that utilized multi-task learning and dynamic feature queries. It employed a semantic segmentation branch to learn and predict foreground masks, aiding in the extraction of foreground features and bounding box regression for MOT tasks. SegDQ introduced a dynamic query method that generated biased object queries using deep features extracted from the backbone network, enabling more robust prediction of newly detected objects. Cai et al. [32] proposed a Transformer-based method called MeMOT. MeMOT leveraged hypothesis generation to generate object proposals at the current frame, providing an initial point for the tracking task. Additionally, it adopted memory encoding to extract core information from the memory of each tracked object, which was used for feature representation and relational modeling. MeMOT addresses both object detection and data association tasks using memory decoding. By utilizing memory and attention mechanisms, MeMOT can establish long-term connections between objects, resulting in more stable and accurate tracking performance.

3. Method

As shown in Figure 1, our proposed online MOT framework follows tracking-by-detection structures. The framework is divided into two parts: feature extraction and data association on the temporal window. In the first stage, our previous work [33] is utilized to accurately segment the objects in the detected bounding boxes by YOLOX [21]. Then, we design an object appearance feature extraction network based on metric learning to obtain discriminative appearance features and apply a motion model to estimate the position information of each trajectory in the trajectories set at the current frame. In the second stage, within a temporal window composed of consecutive multi-frame images and the affinity between inactive trajectories, active trajectories, and detections is computed based on their appearance features and motion affinity. An affinity network is constructed, and the min-cost flow problem of this network is solved to complete the matching between the current frame’s detections and trajectories.
3.1. Feature Extraction

The affinity between detected objects and trajectories is the core of data association in MOT. In this paper, both appearance features and motion features of the objects are adopted during the data association. Specifically, the object appearance features are extracted using a metric learning-based CNN, while the motion features are obtained by predicting the position of the object bounding boxes applying KF.

3.1.1. Feature Extraction

ResNet [13] is a deep neural network under the concept of residual learning. By adding skip connections between convolutional layers, ResNet allows information to propagate across multiple hidden layers, effectively alleviating the problems of gradient vanishing and network degradation that commonly occur in traditional deep neural networks. This enables ResNet to have tens or even hundreds of layers. ResNet50 is one of the variations of ResNet, which has been widely adopted as a backbone or base network in various engineering fields, such as object detection, image recognition, autonomous driving, etc., demonstrating well the feature extraction ability.

In MOT, regardless of the method used to extract object appearance features, an important constraint is that the extracted features must be discriminative, meaning that the affinity between the same object should be high while the affinity between different objects should be low. Therefore, considering the number of parameters and the performance of the model, we choose ResNet50 as the backbone network. Incorporating the metric learning, we design an object appearance feature extraction network, which is shown in the red dashed box in Figure 2.

From Figure 2, it can be observed that the designed object appearance feature extraction network based on metric learning consists of ResNet50 and two fully connected layers, and outputs a $1 \times 128$-dimensional vector as the object appearance feature. The specific structure is as follows: the last layer used for classification in ResNet50 is removed, and on top of it, a fully connected layer (FC layer) with 1024 nodes and another fully connected layer (appearance feature layer) with 128 nodes is added. Batch normalization and the ReLU activation function are applied between the FC layer and ResNet50, while no activation function is applied between the FC layer and the appearance feature layer, resulting in a $1 \times 128$-dimensional object appearance feature vector as the output. During network training, triplets of samples consisting of three images sized $224 \times 224$ (anchor sample image, positive sample image, and negative sample image) are input into three identical object appearance feature extraction network models with shared weights. Each network model extracts its respective appearance features, and then the metric loss function is computed and backpropagated to optimize and adjust the network weight parameters.
Figure 2. The flowchart of the object appearance feature extraction network based on metric learning. The network in the red dashed box is our designed network.

The objective of training the object appearance feature network is to increase the affinity of features belonging to the same object across different frames, while minimizing the affinity between features of different objects, thus the extracted features are discriminative. Therefore, we introduce metric learning and adopt triplet training to map the object appearance features into a metric space, where the affinity between features of the same object is greater than the affinity between features of different objects.

Let the total number of image triplet samples used for training be $N_{\text{sample}}$. The $i$-th ($i = 1, 2, ..., N_{\text{sample}}$) triplet sample is denoted as $G_i = (g_i^{\text{anchor}}, g_i^{\text{positive}}, g_i^{\text{negative}})$, where $g_i^{\text{anchor}}$ indicates anchor sample image, $g_i^{\text{positive}}$ denotes positive sample image, and $g_i^{\text{negative}}$ represents the negative sample image. $g_i^{\text{anchor}}$ forms a of the anchor-positive pair with $g_i^{\text{positive}}$, while $g_i^{\text{anchor}}$ forms an anchor-negative pair with $g_i^{\text{negative}}$. The mappings of $g_i^{\text{anchor}}$, $g_i^{\text{positive}}$, and $g_i^{\text{negative}}$ from the original image space to the learned object appearance feature extraction network feature space are denoted as $\sigma(g_i^{\text{anchor}})$, $\sigma(g_i^{\text{positive}})$, and $\sigma(g_i^{\text{negative}})$, respectively. The network is trained using the triplet loss function, $L_{\text{triploss}}$, which is commonly used in metric learning techniques:

$$L_{\text{triploss}} = \frac{1}{N_{\text{sample}}} \sum_{i=1}^{N_{\text{sample}}} \max(0, ||\sigma(g_i^{\text{anchor}}) - \sigma(g_i^{\text{positive}})||_2^2 - ||\sigma(g_i^{\text{anchor}}) - \sigma(g_i^{\text{negative}})||_2^2 + \text{thr})$$ (1)

where, $\text{thr}$ refers to the margin value that allows the network to distinguish between positive sample pairs and negative sample pairs. In other words, the triplet loss learning requires the distance between all negative sample pairs to be greater than the distance between positive sample pairs by a positive minimum margin value $\text{thr}$. During the training process, the loss continuously decreases, making the anchor samples closer to the positive samples while keeping a larger distance from the negative samples. A smaller $\text{thr}$ means that the anchor samples do not need to be pulled too close to the positive sample set in the feature space, and the anchor samples do not need to be pulled too far from the negative
sample set, making it easier to meet the convergence condition. However, since the distance between positive and negative samples is not widened, there is a risk of not being able to effectively distinguish ambiguous data. Conversely, a larger \( thr \) enables better differentiation of similar images with more certainty. However, it brings challenges during the learning process as it requires pulling the anchor points closer to the positive samples and simultaneously increasing the distance from the negative samples, resulting in a larger loss, severe parameter update oscillation, and training difficulties. Therefore, setting a reasonable \( thr \) is crucial for training networks based on triplet loss.

When using the triplet loss function of Equation (1) to train the designed object appearance feature extraction network based on metric learning, the learned feature space not only ensures that the distance of the anchor-positive is smaller than the distance between \( \sigma(g^\text{anchor}_i) \) and \( \sigma(g^\text{negative}_i) \), but also incorporates a predefined boundary \( thr \), which can pull samples of the same object closer and push samples belonging to different objects farther in the learned feature space, as illustrated in Figure 3.

![Figure 3](image)

**Figure 3.** After training, the distance of the anchor-positive decreases and the distance of the anchor-negative increases.

In addition, when training the network, the gradients of \( L_{\text{triploss}} \) with respect to \( g^\text{anchor}_i \), \( g^\text{positive}_i \), and \( g^\text{negative}_i \) at the feature extraction layer are given by:

\[
\frac{\partial L_{\text{triploss}}}{\partial \sigma(g^\text{anchor}_i)} = -\frac{\partial L_{\text{triploss}}}{\partial \sigma(g^\text{positive}_i)} - \frac{\partial L_{\text{triploss}}}{\partial \sigma(g^\text{negative}_i)}
\]

(2)

\[
\frac{\partial L_{\text{triploss}}}{\partial \sigma(g^\text{positive}_i)} = \frac{1}{N_{\text{sample}}} \sum_{i=1}^{N_{\text{sample}}} 2 \times \left( \sigma(g^\text{positive}_i) - \sigma(g^\text{anchor}_i) \right) \times 1(L_{\text{triploss}} > 0)
\]

(3)

\[
\frac{\partial L_{\text{triploss}}}{\partial \sigma(g^\text{negative}_i)} = \frac{1}{N_{\text{sample}}} \sum_{i=1}^{N_{\text{sample}}} 2 \times \left( \sigma(g^\text{anchor}_i) - \sigma(g^\text{negative}_i) \right) \times 1(L_{\text{triploss}} > 0)
\]

(4)

In Equations (3) and (4), \( 1(\cdot) \) is an indicator function: if \( L_{\text{triploss}} > 0 \), the output is 1; otherwise, the output is 0.

3.1.2. Motion Model
In previous MOT methods, the majority use a constant velocity (CV) motion model to predict the future motion states of objects and employ filtering algorithms to smooth the predicted states [34,35]. However, the constant velocity motion model neglects acceleration, which may result in double or more motion errors when the object detector misses detections in consecutive frames. In addition, there are also MOT methods that adopt deep learning (i.e., long short-term memory network) to dynamically model the objects and predict their positions at the current frame. However, compared to previous motion models, this approach requires more time cost. In real-world road scenarios, the objects usually exhibit variable-speed motion, and the motion variation between consecutive frames is relatively small. Therefore, the object motion state can be approximated as uniform variable-speed motion. The Kalman Filter, with its simplicity and low complexity, is widely used for state estimation optimization. Based on the past signal information, it utilizes the principle of statistical computation to optimize the minimum mean square error and predict future state variables. Therefore, to strike a better balance between accuracy and speed, we apply a Kalman Filter with a constant acceleration (CA) motion model to predict and optimize the object position (bounding box) information. Specifically, we model the object motion as a CA motion model and use the measurements obtained from the YOLOX object detector at the current frame. Based on the observation and state transition equations, we iteratively predict and update the object state to obtain the predicted object position at the current frame.

Let \( \mathbf{x} = (u_c, v_c, \gamma_c, h_c, u_h, v_h, \beta, \theta, h_h) \) be the object state vector, where \( (u_c, v_c) \) represents the pixel coordinates of the center point of the object bounding box, \( \gamma_c \) is the aspect ratio of the bounding box, \( h_c \) denotes the height of the bounding box, \( u_h, v_h \), \( \gamma_h, h_h \) represents the velocities of the corresponding parameters, and \( \beta, \theta \) represents the accelerations of the corresponding parameters. Assuming the object state vector at the previous frame \( t - 1 \) is \( \mathbf{x}_{t-1} \), and the YOLOX object detector detects the object state observation value at the frame \( t \) as \( \mathbf{z}_t = (u, v, \gamma, h)_t \). The state transition equation and observation equation for the object are as follows:

\[
\mathbf{x}_t = A \mathbf{x}_{t-1} + \mathbf{\omega}_{t-1} \tag{5}
\]

\[
\mathbf{z}_t = H \mathbf{x}_t + \mathbf{\mu}_t \tag{6}
\]

where Equation (5) represents the state transition equation, and the state transition matrix \( A \) indicates the object motion variation. \( \mathbf{\omega} \) is the process noise, which is a comprehensive abstract description of the uncertainty and random disturbances in the establishment of the motion model, following a normal distribution with zero mean and covariance \( \mathbf{Q} \). \( \mathbf{Q} \) is the process noise covariance matrix, caused by uncertain noise. The smaller the \( \mathbf{Q} \), the easier the system converges and the higher confidence in the predicted values of the motion model, but excessively small values may result in divergence. Equation (6) denotes the observation equation, and the observation matrix \( \mathbf{H} \) describes the relationship between the object motion state and the observation. \( \mathbf{\mu} \) is the measurement noise, similar to the process noise \( \mathbf{\omega} \) in the state transition equation, obeying a normal distribution with zero mean and covariance \( \mathbf{R} \). \( \mathbf{R} \) is the measurement noise covariance matrix. In each frame of MOT, it is necessary to predict each object position and update the observation equation and state transition equation corresponding to each object.

The prediction equations are:

\[
\mathbf{x}_t^* = A \mathbf{x}_{t-1}^* \tag{7}
\]

where, \( \mathbf{x}_{t-1}^* \) denotes the posteriori object state estimate of the object at frame \( t - 1 \), and \( \mathbf{x}_t^* \) is the prior (predicted) object state estimate at frame \( t \) using the CA motion model. Therefore, the predicted state estimate evolves from the optimal estimate (posterior) of the previous state. In this paper, the object motion state is modeled as a CA motion model, and the state transition matrix \( A \) is as follows:
where $\tau$ denotes the time interval between the capture of two consecutive frames by the camera.

$$
P_t = AP_{t-1}A^T + Q_t$$  \hspace{1cm} (9)

where $P_{t-1}$ indicates the 12 $\times$ 12-dimensional covariance matrix corresponding to the posteriori object state estimate at frame $t - 1$. $P_t$ represents the 12 $\times$ 12-dimensional covariance matrix corresponding to the prior object state prediction at frame $t$, which will be used in the update of the Kalman gain in Equation (10). $Q$ is the 12 $\times$ 12-dimensional process noise covariance matrix.

The updated equations are:

$$
K_t = P_t H (HP_t H^T + R_f)^{-1} \hspace{1cm} (10)
$$  

$$
x_t = x_t^- + K_t(z_t - Hx_t^-) \hspace{1cm} (11)
$$  

$$
P_t = (I - K_t H)P_t^- \hspace{1cm} (12)
$$

where $I$ is the 12 $\times$ 12-dimensional identity matrix, $K$ is the 12 $\times$ 12-dimensional Kalman gain, and $R$ represents the 4 $\times$ 4-dimensional measurement noise covariance matrix. From observing Equations (10)–(12), it can be seen that the KF estimates the current observation by multiplying the prior state estimate with the observation matrix $H$. The observation residual $(z_t - Hx_t^-)$ is multiplied by the Kalman gain $K_t$ as a correction to the priori state estimate $x_t^-$ to obtain the object state optimal estimate $x_t^+$. Finally, the KF employs Equation (12) to update the posterior estimate covariance $P_t$, which will be used at the next frame. Equation (12) describes the process of changing the covariance matrix of the state vector, and it is this continuously updated mechanism that allows the Kalman filter to overcome the influence of random noise. In this paper, the observation matrix $H$ is:

$$
H = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \hspace{1cm} (13)
$$

At this point, a prediction-update iteration process has been completed. In the tracking of each frame, we update the KF for each tracked object, so that we can iteratively predict the each tracked object position (bounding box) information at each frame.

### 3.2. Data Association by Min-Cost Flow on Temporal Window

We propose an online MOT data association strategy for autonomous driving, which treats trajectories and current detections matching as a min-cost flow problem on a temporal window. First, a sparse affinity network with a finite number of edges is generated using the affinity between trajectories and current detections. Then, the min-cost flow of the network is solved to achieve optimal matching. Finally, the online MOT is realized as
the temporal window slides, where the window is composed of consecutive multi-frame images.

3.2.1. Affinity Metrics

Let the set of existing object trajectories in the temporal window be $T = T^{act} \cup T^{inact}$, where $T^{act}$ represents the active trajectories and $T^{inact}$ represents the inactive trajectories. At frame $t$, the detected object set is denoted as $OD_t (od^i_t \in OD_t)$ ($i_t = 1, 2, 3, ..., I_t$), where $I_t$ is the total number of detected objects, and $od^i_t$ for the $i_t$-th detected object is represented as $od^i_t = (q^i_t, \varphi^i_t)$, where $q^i_t$ represents the object appearance features and $\varphi^i_t$ is the bounding box information.

(1) Appearance Affinity Metric

Most tracking-by-detection MOT methods only calculate the appearance affinity between the detections at the current frame and the active trajectories from the previous frame, while ignoring the affinity with the inactive trajectories. This approach is feasible for continuously detected objects, as their appearance changes are relatively small across adjacent frames. However, for objects that reappear due to occlusion or disappearance, this approach can lead to tracking failures and ID switches, as they may not match with their original trajectories. To address the issue, within the temporal window, we calculate the appearance affinity between the detections at current frame and both the active and inactive trajectories separately.

For the active trajectories $T^{act}$, the appearance feature vector of the $i_t$-th trajectory matching detection $od^i_t$ at frame $t-1$ is $q^i_{t-1}$. The computation of the appearance affinity between $od^i_{t-1}$ and the detection $od^j_t$ at frame $t$ is as follows:

$$D_{APP_{i_{t-1}, j}}(od^i_{t-1}, od^j_t) = 1 - \frac{|q^i_{t-1} \cap q^j_t|}{||q^i_{t-1}|| \cdot ||q^j_t||}$$  \hspace{1cm} (14)

It can be seen that the smaller the $D_{APP}$, the more similar the appearance, and vice versa, indicating dissimilarity. It can also be stated that the appearance measurement quantifies dissimilarity, which is determined based on the subsequent requirement of solving the min-cost flow problem.

For the inactive trajectories $T^{inact}$, calculate the affinity between all $N_j$ appearance features of the $j_{th}$ inactive trajectory and the detection $od^j_t$, and take the average as the appearance affinity (dissimilarity) between the inactive trajectory and the detection $od^j_t$:

$$D_{APP_{i_{t}, j}} = \frac{1}{N_j} \sum_{a=1}^{N_j} \left(1 - \frac{|q^a_t \cap q^j_{2a}|}{||q^a_t|| \cdot ||q^j_{2a}||} \right)$$  \hspace{1cm} (15)

where, $q^a_{2a}$ indicates the appearance feature vector of the $a$-th detection in the $j_{th}$ inactive trajectory. By performing such calculations, it ensures a more reliable estimation of the affinity between $od^j_t$ and the inactive trajectory.

(2) Motion affinity metric

We apply the motion model described in Section 3.1.2 to estimate the bounding box positions of all trajectories $T$ within the temporal window are estimated at frame $t$, then the motion affinity (dissimilarity) between the trajectory and the detection is measured using the Intersection over Union (IoU) of their respective bounding boxes:

$$D_{BB_{i_{t}, j}} = 1 - \text{IoU}(od^i_{t}, \varphi^j_t) = 1 - \frac{|q^j_t \cap \varphi^j_t|}{|q^j_t \cup \varphi^j_t|}$$  \hspace{1cm} (16)
where, $\mathbf{op}_{t_j}^{j_3}$ represents the prediction of the $j_3$-th trajectory’s detection at frame $t$, $\mathbf{q}_{t_j}^{j_3}$ represents the bounding box information of $\mathbf{op}_{t_j}^{j_3}$.

3.2.2. Data Association by Min-Cost Flow on Temporal Window

Typically, the min-cost flow is calculated to achieve global optimal matching. In order to apply it in online MOT, we adopt a sliding temporal window approach where global optimal matching is performed within a fixed-length temporal window. Assume that the length of the temporal window is $T_L$, we obtain the affinities between the detected objects at frames $t-T_L+1$, $t-T_L+2$, ..., $t-1$, and $t$ using Equations (14)–(16). After that, these affinities are utilized to construct an affinity network, which is employed to match the detected objects at frame $t$. The affinity network is a directed graph composed of the following types of nodes:

- **Source node:** Also known as the trajectory start point, it represents a node connected to all object detection nodes with positive costs and is used to initialize a trajectory with a positive cost.
- **Sink node:** Also known as the trajectory end point, it represents a node connected to all object detection nodes with positive costs and is used to terminate a trajectory.
- **Object detection nodes:** In order to satisfy the constraint of non-overlapping trajectories, each detected object in each frame is split into two nodes (pre-node, post-node) with single flow capacity.
- **Affinity edges:** They refer to the edges that connect the object detection nodes, which have the properties of single flow capacity and negative costs.

At frame $t$, the affinity of the detected object $\mathbf{od}_{t_i}^{j_3}$ with the $j_3$-th trajectory within the temporal window is calculated as follows:

$$D_{A_{t_i,j_3}} = D_{APP_{t_i,j_3}} \times D_{BB_{t_i,j_3}}$$

(17) where, if the $j_3$-th trajectory is an active trajectory, Equation (14) is used to calculate $D_{APP_{t_i,j_3}}$, and if it is an inactive trajectory, Equation (15) is employed. Figure 4 illustrates the affinity between trajectories and detections used for constructing the affinity network within a temporal window consisting of 5 consecutive frames, based on Equation (17). In Figure 4, each node (the black circle) represents a detection, and the numerical values on the affinity edges (purple edges) indicate the affinity between two nodes.
Figure 4. The illustration of the affinity between trajectories and detections within the temporal window of 5 frames. The nodes are the detections, and the number between two nodes is the affinity.

Let $THR_E$ be the affinity edge threshold. In the affinity network, if $D_{APP}_{i, j} \leq THR_E$, a negative-cost affinity edge, $Edge_{i, j}$, is added between them with a cost of $\text{cost}_{i, j}$:

$$
Edge_{i, j} = \text{cost}_{i, j} = -\frac{1}{D_{A_{i, j}}}
$$

(18)

Additionally, we set a maximum number of edges $T_C$ that each object detection node can connect to, ensuring that the out-degree of each object detection node. This limitation reduces the overall number of edges and makes the affinity network sparser. Building upon Figure 4, we construct an affinity network for matching trajectories and detections as depicted in Figure 5. In this example, we set $THR_E$ and $T_C$ to 0.3 and 3, respectively.

Figure 5. The sparse affinity network flow graph constructed within the temporal window of 5 frames. $S$ is the source node, $T$ is the sink node, the green edges represent affinity edges with negative costs (the numerical values on the green edges), and orange nodes and pink nodes are the object detection nodes.

In Figure 5, each object detection node is composed of a pre-node (orange node) and a post-node (pink node), connected by a red unidirectional edge, ensuring that any detected objects are passed in a single flow direction (i.e., non-overlapping trajectories). The unidirectional links (green lines) connecting the detected objects between consecutive frames, with negative cost, are referred to as affinity edges. The numerical values on the green edges represent the negative cost values of affinity edges calculated according to Equation (18). The yellow node $S$ is the source node used for initializing trajectories, while the blue node $T$ is the sink node that terminates the trajectories.

Summing up the above, we consider the problem of finding the optimal matching between the objects detected at frame $t$ and the trajectories within the temporal window as the task of solving the min-cost flow problem on the constructed sparse affinity network. The min-cost flow is a paradigm widely used to solve data association problems in
MOT due to its fast inference and ability to provide globally optimal solutions [36]. Over the years, researchers have developed several effective solutions to solve general min-cost flow problems, including methods like cost scaling, successive shortest path, k-shortest path, etc. However, modifying these methods or directly applying them to MOT may result in computational inefficiency and hinder the application to large-scale problems. To address this, Wang et al. [36] developed a highly efficient and accurate minimum-cost flow solver called minimum-update Successive Shortest Path (muSSP). muSSP updates the shortest path tree only when necessary, i.e., when identifying the shortest S-T path. Experimental results on various MOT public datasets with different object detection results and graph designs have demonstrated that muSSP provides accurate optimal solutions with high computational efficiency. Experimental results on various public MOT datasets with different object detection results and graph designs have demonstrated that muSSP provides accurate optimal solutions with high computational efficiency. Therefore, we adopt muSSP to solve the min-cost flow in the constructed sparse affinity network. After solving it, if an object detected at frame \( t \) is matched with a trajectory within the temporal window, the object is assigned to the corresponding trajectory and the trajectory is marked as active. If a trajectory within the temporal window does not have any matches with the detected objects, it is marked as inactive. If a detected object is not connected to any trajectory within the temporal window, a new trajectory is initiated with that object as the starting point.

Figure 6 shows an example of trajectory generation at frame \( t \). The temporal window consists of a sequence of 5 consecutive frames (masked with gray). The min-cost flow problem in the sparse affinity network is solved within this window. The existing trajectories within the temporal window are displayed as blue, purple, and red lines. The objects detected at frame \( t \) are represented by blank circles.
trajectories. The unmatched detection is considered as the starting point of a new trajectory, indicated in pink. At this point, the blue and pink trajectories are active, while the purple and red trajectories are inactive. The two detections in the third row, one is matched to the pink trajectory, and another detection is matched to the inactive purple trajectory. Consequently, the purple and pink trajectories become active, the blue trajectory becomes inactive, and the red trajectory is terminated.

4. Experiments

We conduct experiments on the KITTI MOT dataset [37] and the real-world campus scenario sequences to verify the effectiveness of our method. In this section, we first provide a brief overview of the two MOT datasets. Secondly, we introduce the MOT evaluation metrics. Then, we demonstrate the effectiveness of object appearance features, motion models, and triplet loss function through the ablation study. Additionally, we compare and analyze our method with the existing homogeneous, state-of-the-art, visual-based MOT methods on the KITTI MOT dataset. Finally, we present the intuitive visual tracking results of our method on both two MOT datasets.

4.1. Datasets

4.1.1. KITTI MOT Dataset

The KITTI public benchmark is the first and internationally recognized benchmark dataset for evaluating computer vision methods in autonomous driving [37]. The resolution of the rectified images in the dataset is 1242 × 375 pixels, and each image contains a maximum of 15 cars and 30 pedestrians. The KITTI MOT dataset focuses on tracking classes Car and Pedestrian. It consists of 50 sequences, with 21 sequences for training and 29 sequences for testing. For each sequence, it provides LiDAR point clouds, RGB images, and calibration files. The number of frames used for training and testing is 8008 and 11,095, respectively. For the testing dataset, KITTI does not provide any labels to the users but keeps the labels on the server for MOT evaluation. As for the training dataset, it contains 30,601 objects and 636 tracks. The traffic scenes in the KITTI MOT dataset belong to relatively complex tracking scenarios, involving many challenging factors such as low light conditions, significant lighting variations, frequent occlusions between objects, and the ego vehicle making turns.

4.1.2. Real-World Campus Scenario Sequences

The dataset comprises 10 campus scene sequences, where each sequence consists of images captured during different time periods as the experimental vehicle drives within the campus. The real-world campus scenario images were recorded at a rate of 10 frames per second, capturing varying lighting conditions and different locations within the campus. The resolution of the images is 640 × 480 pixels. The experimental vehicle, as shown in Figure 7, is based on the EG6043K Koala sightseeing vehicle and is equipped with several sensors including a millimeter-wave radar (Delphi ESR), a laser radar (IBEO LUX4), a GPS/inertial navigation system (NAV982), an industrial PC (ARK3500), a display monitor, and a grayscale camera (Point Grey Bumblebee XB3 with a focal length of 3.8 mm and a baseline of 120 mm).
4.2. MOT Evaluation Metrics

To objectively evaluate the performance of MOT methods, we utilize the following commonly used evaluation metrics in the field of MOT [38–40]:

Identity Switches ($IDSw$): The total number of object identity swaps that occurred throughout the entire tracking process.

Multiple Object Tracking Accuracy ($MOTA$): This metric is one of the most important evaluation metrics for MOT. It is calculated based on false positives ($FP$), false negatives ($FN$), and identity switches ($IDSw$) as follows:

$$MOTA = 1 - \frac{\sum (FP_t + FN_t + IDSw_t)}{\sum GT_t}$$

where $GT_t$ represents the number of ground truth annotations at frame $t$. $FP_t$ represents the number of objects in the tracking results at frame $t$ that do not exist in the ground truth annotations. In other words, these are tracking results that cannot be correctly matched to the ground truth annotations. $FN_t$ represents the number of ground truth annotations at frame $t$ that are not detected by the tracking results. These are the objects that exist in the ground truth annotations but are not tracked.

Mostly Tracked ($MT$): represents the ratio of the number of tracks in which the tracking results have a matching rate higher than 80% to the total number of ground truth tracks.

Mostly Lost ($ML$): represents the ratio of the number of tracks in which the tracking results have a matching rate lower than 20% to the total number of ground truth tracks.

Higher Order Tracking Accuracy ($HOTA$): A comprehensive metric used for evaluating the performance of MOT methods. It considers both the accuracy of object detection and tracking and weightedly considers the magnitude of tracking errors, providing a more comprehensive reflection of the detection performance (Detection Accuracy, $DetA$) and tracking performance (Association Accuracy, $AssA$) of MOT methods. HOTA measures the alignment of matched detection trajectories, averages the entire matched detection, and penalizes unmatched detections. It is recommended to refer to [40] for detailed definitions and analysis of $HOTA$, $DetA$, and $AssA$. Since 25 February 2021, the KITTI MOT dataset ranks the MOT methods based on their $HOTA$ scores in descending order.

For evaluation metrics with quotation marks (↑), a higher score indicates better performance. On the other hand, for evaluation metrics with a hashtag (↓), the opposite is true, where a higher score indicates a worse performance.

4.3. Object Appearance Feature Extraction Network Implementation
We implement the proposed object appearance feature extraction network using the TensorFlow deep learning framework, based on the Windows 10 operating system and Python language. Other parameters of the experimental platform used for training the network weights include CPU Intel® Xeon® Silver 4110 @2.1, 16GB RAM, and Nvidia GeForce GTX1080TI graphics processor (11GB VRAM). The training dataset consists of samples from the KITTI MOT training sequences and real-world campus scenario sequences. To train the network, we extract the car category objects from the two datasets and perform scale transformation on the object images to obtain a size of 224 × 224 pixels. Additionally, we augment the training images using rotations of 90° and 180°. For constructing triplet images, the anchor samples are primarily taken from unrotated images, negative samples are preferably selected from rotated negative images, and positive samples are randomly chosen from all positive images.

During the training, we do not load any pre-trained weights. All convolutional layers and fully connected layers in the network are initialized with weights following a Gaussian distribution with mean 0 and standard deviation of 0.01. The bias terms are initialized to 0. We employ the Adaptive Moment Estimation optimizer for weight updates. Based on empirical values, the initial value of the learning rate is set to 0.001, the weight decay rate is set to 0.0005, and the momentum is set to 0.900. In the triplet loss function Equation (1), the threshold \( \text{thr} \) is set to 0.6. Figure 8 shows our final training loss curve. By observing Figure 8, we can see that the loss value starts to increase at around 52,000th epoch, indicating the occurrence of overfitting. Therefore, when using this network to extract target features, the network weights saved at 50,000th epoch are employed.

Figure 8. The loss function curve of the feature extraction network.

4.4. Ablation Study

To better analyze the impact of each component of our method on the overall tracking performance, we conducted an ablation study by individually removing each component from the overall framework. Comparative experiments were then conducted with methods that do not use the respective modules to analyze their effects on MOT. The ablation experiments were conducted on the KITTI MOT training sequences. In the ablation study, the 21 KITTI MOT training sequences were split into training/validation sets. Meanwhile, in order to compare the difference between the triplet loss and the conventional binary loss, we designed and utilized a Siamese CNN without altering the network structure of the object appearance model. We calculated the correlation probability between a pair of detection responses and defined the binary cross-entropy loss to train the object appearance model. The results of the ablation study are shown as Table 1, with the best values highlighted in bold. In Table 1, “seg” represents the extraction of precise object contours prior to extracting object appearance features, while “w/o seg” indicates the absence of object contour extraction, with appearance features directly extracted within the object bounding boxes. “app_T” represents the object appearance features using the triplet loss function, “app_E” represents the object appearance features using the binary cross-entropy loss function, “motion” signifies the object motion information, “ACT” denotes the separation of trajectories within the temporal window into active and inactive trajectories,
“w/o ACT” signifies no differentiation of trajectories within the temporal window. The first row is the overall framework of our method, and other rows are the different versions of our method.

Comparing the first row with the second row, we can see that HOTA decreases by 1.88%. This indicates that the approach of first segmenting the objects accurately and then extracting appearance features can significantly improve tracking performance. This is because the segmented bounding boxes only contain the object ontology, without background noise. Thus, the extracted appearance features are less contaminated by noise and can fully represent the object.

Table 1. Results of ablation study.

<table>
<thead>
<tr>
<th>Different Versions</th>
<th>HOTA (%)↑</th>
<th>DetA (%)↑</th>
<th>AssA (%)↑</th>
<th>MOTA (%)↑</th>
<th>MT (%)↑</th>
<th>ML (%)↓</th>
<th>IDSw ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>seg + app_T + motion + ACT (ours)</td>
<td>78.20</td>
<td>75.36</td>
<td>82.24</td>
<td>85.70</td>
<td>92.72</td>
<td>2.84</td>
<td>11</td>
</tr>
<tr>
<td>w/o seg + app_T + motion + ACT</td>
<td>76.32</td>
<td>72.18</td>
<td>80.89</td>
<td>81.76</td>
<td>88.39</td>
<td>5.22</td>
<td>18</td>
</tr>
<tr>
<td>seg + app_E + motion + ACT</td>
<td>70.74</td>
<td>69.29</td>
<td>73.51</td>
<td>71.98</td>
<td>74.16</td>
<td>9.63</td>
<td>49</td>
</tr>
<tr>
<td>seg + app_T + ACT</td>
<td>74.81</td>
<td>70.87</td>
<td>79.26</td>
<td>79.25</td>
<td>86.47</td>
<td>4.75</td>
<td>26</td>
</tr>
<tr>
<td>seg + motion + ACT</td>
<td>72.69</td>
<td>68.53</td>
<td>77.30</td>
<td>77.63</td>
<td>79.23</td>
<td>3.26</td>
<td>32</td>
</tr>
<tr>
<td>seg + app_T + motion + w/o ACT</td>
<td>75.95</td>
<td>71.74</td>
<td>80.42</td>
<td>82.42</td>
<td>90.82</td>
<td>4.28</td>
<td>21</td>
</tr>
</tbody>
</table>

ours means the standard version of our method with all components employed. The best values are highlighted in bold.

Compared to the binary loss (validation loss, corresponding to the third row), using the triplet loss in metric learning techniques can significantly improve the tracking accuracy. HOTA increases from 70.74% to 78.20%, which validates the feasibility of training target feature extraction networks with the triplet loss in MOT.

The fourth and fifth rows validate the impact of different object features on MOT performance. The third row uses only appearance features, while the fourth row uses only the object motion model. Comparing the first row with the third and fourth rows, we can see that although using only appearance features has a certain impact on tracking performance, with a decrease in various evaluation metrics, using only the motion model has the largest impact on tracking performance. The HOTA experiences the largest drop (approximately 5.51%), and other evaluation metrics also show significant decreases. This indicates that various object features have different degrees of impact on MOT performance, and appearance features play an important role in MOT. It also validates the effectiveness of the proposed object appearance extraction network, which can effectively preserve the visual features of the objects.

The sixth row differs from the first row primarily in that trajectory sets within the temporal window are not differentiated as active or inactive during data association. Comparing the two rows, we can observe that when trajectory states within the temporal window are not differentiated, HOTA decreases by approximately 2.25%, while IDSw increases by 10. This suggests that distinguishing trajectory states within the temporal window and matching current frame detections with all trajectories in the temporal window can reduce ID switches caused by occlusion or disappearance and improve MOT performance.

4.5. Comparison with the State-of-the-Art Methods

We upload the testing results of our method on the KITTI MOT testing sequences to the official testing platform of KITTI for easier comparison with other state-of-the-art methods. We compare our method with the existing homogeneous, state-of-the-art, visual-based MOT methods [7,8,10,11,14,24–26] in recent years, and the results are shown in Table 2. In Table 2, the best values are highlighted in black bold, while the second-best values are highlighted in blue bold.
As can be seen from Table 2, as the most comprehensive evaluation metric for MOT, our method achieves the highest HOTA, which demonstrates the effectiveness of the proposed MOT method. Further analysis reveals that our method also achieves the best performance in terms of the AssA, with a score of 75.81%, which is the only method that exceeds 75% among all methods. It means that the proposed data association strategy exhibits strong association performance and can maintain the object IDs as much as possible. This is mainly attributed to the following factors: (1) The proposed object appearance extraction network can extract appearance features that adequately represent the objects, and the object motion model based on CA smooths and optimizes the object bounding box information. (2) The data association by min-cost flow on the temporal window considers the classification of inactive and active trajectory states. Unlike other methods that only consider the matching between the current frame detections and the previous frame trajectories, our method matches all trajectories within the temporal window with the current frame detections, allowing reappearing objects to be matched with their historical trajectories to maintain consistent IDs. Additionally, applying the min-cost flow within the sliding temporal window achieves global optimal matching within the temporal window.

Moreover, our method obtains the fewest IDsw (126), which further demonstrates the effectiveness of the proposed MOT method. The data association by min-cost flow on the temporal window reduces ID switches caused by occlusion or disappearance, resulting in stronger robustness for the MOT method. Our method does not achieve the highest DetA score (73.35), which is lower than LGM [14] (74.61) but higher than other comparative methods. This is mainly due to the fact that different methods employ different object detectors, and the performance of various object detectors varies. Despite the relatively lower performance of the object detector utilized in our method, we also acquire better results in terms of HOTA, AssA, and IDsw compared to LGM. It further validates the superiority of our proposed data association strategy by global association on the temporal window. In other words, even in situations where the object detector performance is lower, our method still can effectively address the matching problem between trajectories and detections, leading to improved performance.

From Table 2, among all the MOT methods, our method has a per-frame runtime of 63 ms, which is faster than FAMNET [26], LGM [14], JCSTD [7], SMAT [10], Quasi-Dense [11], TripletTrack [25], and MOTSFusion [24], but slower than MASS [8]. Since the KITTI MOT dataset is captured at a rate of 10 frames per second, selecting an object detection method with a per-frame runtime of no more than 37 ms would ensure real-time performance for the MOT method.

Table 2. Performance comparison results of different tracking methods on the KITTI MOT testing sequences.

<table>
<thead>
<tr>
<th>Method</th>
<th>HOTA (%)†</th>
<th>DetA (%)†</th>
<th>AssA (%)†</th>
<th>MOTA (%)†</th>
<th>MT (%)†</th>
<th>ML (%)↓</th>
<th>IDsw↓</th>
<th>Runtime (ms)↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAMNET [26]</td>
<td>52.56</td>
<td>61.00</td>
<td>45.51</td>
<td>75.92</td>
<td>52.46</td>
<td>9.69</td>
<td>521</td>
<td>1500 + D</td>
</tr>
<tr>
<td>JCSTD [7]</td>
<td>65.94</td>
<td>65.37</td>
<td>67.03</td>
<td>80.24</td>
<td>57.08</td>
<td>7.85</td>
<td>173</td>
<td>70 + D</td>
</tr>
<tr>
<td>MASS [8]</td>
<td>68.25</td>
<td>72.92</td>
<td>64.46</td>
<td>84.64</td>
<td>74.00</td>
<td>2.92</td>
<td>353</td>
<td>10 + D</td>
</tr>
<tr>
<td>Quasi-Dense [11]</td>
<td>68.45</td>
<td>72.44</td>
<td>65.49</td>
<td>84.93</td>
<td>69.54</td>
<td>3.85</td>
<td>313</td>
<td>70 + D</td>
</tr>
<tr>
<td>MOTSFusion [24]</td>
<td>68.74</td>
<td>72.19</td>
<td>66.16</td>
<td>84.24</td>
<td>72.77</td>
<td>2.92</td>
<td>415</td>
<td>440 + D</td>
</tr>
<tr>
<td>LGM [14]</td>
<td>73.14</td>
<td>74.61</td>
<td>72.31</td>
<td>87.60</td>
<td>85.08</td>
<td>2.46</td>
<td>448</td>
<td>80 + D</td>
</tr>
<tr>
<td>SMAT [10]</td>
<td>71.88</td>
<td>72.13</td>
<td>72.13</td>
<td>83.64</td>
<td>62.77</td>
<td>6.00</td>
<td>198</td>
<td>100 + D</td>
</tr>
<tr>
<td>TripletTrack [25]</td>
<td>73.58</td>
<td>73.18</td>
<td>74.66</td>
<td>84.32</td>
<td>69.85</td>
<td>3.85</td>
<td>322</td>
<td>100 + D</td>
</tr>
<tr>
<td>Ours</td>
<td>73.93</td>
<td>73.35</td>
<td>75.81</td>
<td>86.49</td>
<td>78.52</td>
<td>3.17</td>
<td>126</td>
<td>63 + D</td>
</tr>
</tbody>
</table>

† + D means the detection time.
4.6. Visually Intuitive Evaluation

To provide a more intuitive illustration of the performance of our proposed MOT method, in addition to the aforementioned quantitative results, we showcase some qualitative results of our method on the KITTI MOT testing sequences and real-world campus scenario sequences in Figure 9.

Figure 9. Tracking results. In each sequence, the tracked cars' IDs are located at the top of their bounding box, and the objects that will undergo severe or complete occlusion in subsequent frames are marked with red circles. (a) KITTI MOT testing-0008 tracking results. (b) KITTI MOT testing-0009 tracking results. (c) KITTI MOT testing-0015 tracking results. (d) Real-world campus scenarios-0001 tracking results. (e) Real-world campus scenarios-0003 tracking results.

Figure 9a depicts a challenging intersection scene from the KITTI MOT testing sequences, which often involves crossing, overlapping, and occluded objects. It can be observed that at frame 82, Obj. 7 is severely occluded by Obj. 0. However, at frame 86, when Obj. 7 reappears, our proposed method successfully associates it with its historical
trajectory. Similarly, in Figure 9b, Obj. 5 is completely occluded, but our method still assigns the correct ID when the object reappears. In Figure 9d, in a real-world campus scenario with poor lighting conditions, Obj. 13, 14 are completely occluded at frame 29. However, our method correctly matches the trajectories with the objects when they reappear. In Figure 9e, Obj. 20 is at a distant distance from the ego-vehicle, but even after being heavily occluded by pedestrians and reappearing, our method maintains its ID. These four examples demonstrate the robustness of our proposed MOT method in various traffic scenarios. Figure 9c shows an example where our method fails. The scenario depicts the ego-vehicle waiting for traffic lights at a traffic intersection. Obj. 23 is under a tree shade and is considerably far from the ego-vehicle. It is completely occluded by a tanker truck at frame 599 and reappears at frame 609. However, our method assigns it the ID 26, resulting in an ID switch. The main reason for this failure is that, during the experiment, the chosen temporal window consists of seven consecutive frames, while Obj. 23 reappears after ten frames. By then, its trajectory is no longer part of the trajectory set within the temporal window, making it impossible to match it with historical trajectory. Since our method uses min-cost flow to match trajectories with detections within the temporal window, the size of the temporal window cannot be arbitrarily increased. A larger temporal window leads to a more complex network, longer computation time to solve the network, and increased runtime of the MOT method. Therefore, the size of the temporal window limits the tracking performance of our MOT method.

In addition, observation of Figure 9 shows that our proposed MOT method accurately associates continuously appearing objects with their corresponding trajectories. It indicates that our method exhibits good association capabilities when dealing with the continuous motion of objects, which helps maintain the uniqueness and continuity of the tracking. This is particularly important in handling objects that temporarily disappear or experience partial occlusion in the sequences. Therefore, our MOT method demonstrates high reliability and accuracy when dealing with continuously appearing objects.

5. Conclusions

In this paper, following the tracking-by-detection pipeline, we present an online multiple object tracking using min-cost flow on temporal window for autonomous driving, which mainly consists of two parts: feature extraction and data association on the temporal window. We apply ResNet50 as the backbone network and design a three-channel network based on metric learning to extract discriminative object appearance features and employ a KF with a CA motion model to optimize the object bounding box information, resulting in reliable and discriminative object representations. In the temporal window composed of consecutive frames, we compute the affinities between the current frame detection and active/inactive trajectories. Based on this, we construct a sparse affinity network and solve the min-cost flow problem on the network to obtain the MOT results. Qualitative and quantitative experiments on the KITTI MOT testing sequences and our real-world campus scenario sequences show that the proposed method outperforms existing visual-based MOT methods of the same type. In the future, we will further optimize the data association strategy to reduce the impact of temporal window length on tracking performance.
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