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Abstract: For the path planning of quad-rotor UAVs, the traditional RRT* algorithm has weak exploration ability, low planning efficiency, and a poor planning effect. A TD-RRT* algorithm based on target bias expansion and dynamic step size is proposed herein. First, random-tree expansion is combined with the target bias strategy to remove the blindness of the random tree, and we assign different weights to the sampling point and the target point so that the target point can be quickly approached and the search speed can be improved. Then, the dynamic step size is introduced to speed up the search speed, effectively solving the problem of invalid expansion in the process of trajectory generation. We then adjust the step length required for the expansion tree and obstacles in real time, solve the opposition between smoothness and real time in path planning, and improve the algorithm’s search efficiency. Finally, the cubic B-spline interpolation method is used to modify the local inflection point of the path of the improved RRT* algorithm to smooth the path. The simulation results show that compared with the traditional RRT* algorithm, the number of iterations of path planning of the TD-RRT* algorithm is reduced, the travel distance from the starting position to the end position is shortened, the time consumption is reduced, the path route is smoother, and the path optimization effect is better. The TD-RRT* algorithm based on target bias expansion and dynamic step size significantly improves the planning efficiency and planning effect of quad-rotor UAVs in a three-dimensional-space environment.
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1. Introduction

Quad-rotor UAVs (unmanned aerial vehicles) are becoming more and more popular among the general public in recent years, and their flight status offers some advantages, such as the following: stable hovering characteristics [1], high maneuverability and agility [2], small size, simple mechanical structures, easy maintenance [3], precise identification, and obstacle avoidance in flight [4]. Therefore, they have received more extensive attention from and been the subject of more in-depth research by experts and scholars [5]. In the civil field, quad-rotor UAVs are used in many sectors, such as industry, agriculture, forestry, and so on [6,7], so they can cooperate with human beings to carry out inspection tasks involving electric power, high altitudes, and other situations. They can also help farmers to carry out spraying and fertilizing for plant protection. In the military field, they are mainly used for the patrol of the national defense boundary line [8], the inspection of battlefield ground, and the evaluation of battle results.

The autonomous navigation problem of quad-rotor UAVs can be divided into three processes: environment sensing, path planning, and motion control [9]. In this paper, the path-planning problem is studied in depth. Path planning consists of planning an optimal path from an initial position to an end position, with quad-rotor UAVs flying in
the presence of obstacles on the terrain and the required constraints being met at the same time [10]. At present, the most common algorithms for path planning include Dijkstra’s algorithm [11], the A* algorithm [12–14], the Artificial Potential Field Method [15], the RRT (Rapid-exploring Random Trees) algorithm [16–20], and the RRT* algorithm [21–25], the last of which is progressively optimized for the RRT algorithm.

The Dijkstra algorithm was proposed by the Dutch computer scientist Edsger Wybe Dijkstra in 1959, so it is also called Dijkstra’s algorithm. The main feature of this algorithm is to start from a starting point and employ the strategy of the greedy algorithm from the optimal solution of each step to finally obtain the global optimal solution, each time traversing the adjacent node of the vertex that is closest to the starting point and has not been visited until it reaches the end point. The authors of [26] used Dijkstra’s algorithm for indoor navigation to locate objects and move them along the shortest path. The disadvantage is that this algorithm is more complex if the environment is too large. Originally presented in 1968 by Peter Hart, Nils Nilsson, and Bertram Raphael from the Stanford Institute, the A* algorithm can be considered an extension of the Dijkstra algorithm; it sets the weight for each edge length, constantly calculating the distance from each vertex to the starting vertex to obtain the shortest route, as well as exploiting the advantage of constantly advancing toward the target as directed by the greedy best-priority-search algorithm so as to search for fewer vertices and keep the search path efficient. In [27], in order to solve the problems of long computation times and large memory occupation in collaborative tasks of quad-rotor UAV obstacle avoidance path-planning algorithms, the authors propose a method combining the A* algorithm and the task allocation algorithm to create a fast and effective path-planning method. The disadvantage in this case is that when there are many targets, a large number of duplicate data and complex valuation functions are introduced. The artificial potential field method was proposed by Khatib in 1986, and its basic idea is to construct a repulsive potential field around an obstacle and a gravitational potential field around the target point. The controlled object is subjected to repulsive and gravitational forces in the composite field composed of these two potential fields, and the combined force of the repulsive and gravitational forces guides the movement of the controlled object, allowing for a search for the obstacle avoidance path without touching any obstacles. In [28], an artificial potential field method was introduced to position a local attractor around an obstacle, thereby guiding the robot employed around the preferred region. The zero-potential-energy point is its fatal shortcoming; it causes the agent to fall into local minima, meaning that the agent cannot achieve path planning when it cannot proceed to the minimum. The rapidly exploring random trees (RRT) algorithm was proposed by Prof. Steven M. LaValle of Iowa State University [29]; it has a powerful and flexible search and processing capability and is applied to complex environment path planning. Through the comparison of these path plans, combined with the overly complex terrain of quad-rotor UAVs’ flight environments, the RRT algorithm finds only a feasible path; it cannot obtain the optimal path. We optimized it using the RRT* algorithm, and after each iteration of the route plan, the entire search tree was reworked to optimize the route. In [30], target heuristics were added, and the dynamics constraints of quad-rotor UAVs were fused to generate a flyable path. By pruning and reconstructing the original random tree when the surrounding environment changed abruptly, the convergence speed of the quad-rotor UAVs for adjusting and re-planning the route was accelerated, but the algorithm’s adaptability was poor. In [31], an AI-RRT* (Anytime-Informed RRT*) algorithm was designed; it performs path planning online at any time and adds the heuristic selection of rolling programming sub-goals. It also suffers from problems such as poor adaptability. In [32], a TRH-RRT* (three-dimensional rapidly exploring random tree* based on receding horizon) path-planning algorithm was proposed; it uses partial random samples to improve the utilization efficiency of sampling points, and the researchers combined the artificial potential field method with the RRT* algorithm to inspire node growth and reduce the unnecessary scanning process. In [33], an RRT* forest algorithm was designed to improve the path-planning efficiency of quad-rotor UAVs in a complex terrain environment by
randomly selecting root nodes, generating random trees, connecting random trees, and merging random trees. In [34], the authors propose an improved method based on adaptive target bias and heuristic cyclic sampling. The adaptive target bias function method was used to make the random trees continuously approach the target point; then, a method combining heuristic cyclic sampling and the direction deviation strategy is designed to re-sample the nodes next to obstacles. In [35], the authors propose a path-planning algorithm named RRT*Smart-AD; it satisfies the two characteristics of obstacle avoidance constraints and dynamic characteristics in a dynamic environment. In [36], the authors propose an upgrade-based RRT* algorithm. By limiting the generation of random sampling points in the variable region, the number of path-planning iterations can be reduced. Then, the improved APF (Artificial Potential Field) method is introduced into the RRT* algorithm to improve its convergence speed. Finally, the cubic B-spline algorithm is used to optimize the path. In [37], the authors propose an algorithm based on PF-RRT*. First, the dichotomy method was used to re-establish a new parent node near an obstacle, and then the improved APF (Artificial Potential Field) method is established to repel obstacles while it moves towards the target point. At the same time, it was combined with the target bias strategy to enhance the guiding effect for the target. In [38], the authors propose an improved RRT* algorithm named F-RRT*, which can find a good initial solution and exhibits good convergence speed. The F-RRT* algorithm optimizes the path cost for creating a parent node for random points. In [39], the authors propose the TSRRT* algorithm; it expands new nodes through a variety of sampling methods and cost evaluation, and then it optimizes the new nodes with the time coordination cost function, so it can improve the efficiency of path planning.

Through the summary of all the references, the RRT* algorithm further optimizes the path, but it still suffers from some shortcomings. As the number of iterations increases, the overall path cost is always as low as possible. However, with the increase in the number of iterations, the number of computations the algorithm must perform increases, and the algorithm planning time increases. Due to the special environment presented by complex terrain, the RRT* algorithm suffers from some problems such as high memory occupation and low planning efficiency [40]. Therefore, this paper proposes a Target bias extension and Dynamic step size RRT* algorithm named the TD-RRT* algorithm.

For the path-planning process of quad-rotor UAVs, an optimal path can be planned in both simple and complex environments: it consists of moving from the initial position to the target position without collisions [41]. For the planned path, quad-rotor UAVs can fly directly along its path, and they perform high-altitude work at the expected set points during the flight. The path-planning problems addressed herein involve three aspects:

- When the path is planned, the RRT* algorithm suffers from slow convergence speed and poor target orientation;
- In a complex terrain environment, due to the fixed expansion step size, the path of the quad-rotor UAVs cannot be dynamically adjusted, resulting in the failure of the RRT* algorithm to determine the optimal path, and the path planning will be sustainably inefficient;
- The flight path is tortuous during path planning, and it must meet the kinematic constraints for the quad-rotor UAVs to fly smoothly.

Through the study of the above problems, an RRT* algorithm based on target bias expansion and dynamic step size was designed, and the specific measures taken are as follows:

- During path searches, the probability threshold should be changed, and the range areas near the target point should be set as the target bias, thus allowing the algorithm to adapt to different environments while strengthening its target-oriented nature.
- We adjust the step size of the quad-rotor UAVs through obstacles in a complex terrain environment in real-time. When path searching begins, the UAV is far away from the target point and the obstacles. A large step size and a fixed step size are used to search the path in order to improve the path-searching efficiency of the algorithm. When
the UAV is close to the target point and the obstacles, the search expansion is carried out in small steps, guaranteeing that the UAV will not collide with any obstacles and arrive at the target point exactly.

- For the polyline path, the B-spline curve interpolation method was used to smooth the path, allowing for the determination of the optimal flight path for quad-rotor UAVs.

2. Fundamentals of the RRT* Algorithm

In contrast to the RRT algorithm, the RRT* algorithm performs path progressive optimization and adds a parent node progressive optimization process. The two points \( q_{\text{near}} \) and \( q_{\text{new}} \) in Figure 1 will not be directly connected, so it is necessary to optimize their processing. \( q_{\text{new}} \) is taken to be the center of the circle, and \( r \) is taken to be the radius. By comparing the distance from several points in a circle to \( q_{\text{new}} \), a parent node is with \( q_{\text{new}} \) as \( X_1 \); then, we connect \( q_{\text{near}}, q_{\text{new}} \) and \( X_1 \). If the distance of \( q_{\text{near}} \rightarrow X_1 \) is less than the distance of \( q_{\text{near}} \rightarrow q_{\text{new}} \rightarrow X_1 \), the following route is chosen: \( q_{\text{near}} \rightarrow X_1 \). Since \( X_2 \) is the closest to the target point, we also need to compare the shortest distance from \( q_{\text{near}} \) to \( X_2 \). A parent node is with \( q_{\text{new}} \) as \( X_2 \); then, we connect \( q_{\text{near}}, q_{\text{new}} \), and \( X_2 \). If the distance of \( q_{\text{near}} \rightarrow q_{\text{new}} \rightarrow X_2 \) is less than the distance of \( q_{\text{near}} \rightarrow X_2 \), then we choose the route \( q_{\text{near}} \rightarrow q_{\text{new}} \rightarrow X_2 \). We repeat the above steps until either the end point or the maximum number of iterations is reached. Finally, the path from the initial position to the end point is determined by backtracking from the end point to all the nodes of the randomized tree. The improvement of this algorithm yields the planned optimal path at a certain level of convergence.

![Figure 1](image1.png)

**Figure 1.** Schematic of RRT* algorithm path asymptotic optimization: (a) schematic diagram of RRT algorithm path-planning process; (b) schematic of RRT* algorithm after asymptotic optimization.

Figure 1a shows a schematic diagram of the RRT algorithm’s approach to path planning. The quad-rotor UAVs start from the initial position and pass through the obstacles, allowing them to avoid the obstacles automatically. When they arrive at position \( q_{\text{near}} \) with the path planning route \( q_{\text{near}} \rightarrow X_1 \rightarrow X_2 \), they have arrived at the end position. This route entails a great distance from \( q_{\text{near}} \) to the end position, and it is less efficient. Figure 1b shows a schematic of the RRT* algorithm after asymptotic optimization. The quad-rotor UAVs also start from the initial position and arrive at position \( q_{\text{near}} \). The path-planning route is \( q_{\text{near}} \rightarrow q_{\text{new}} \rightarrow X_2 \); eventually, the UAVs arrive at the end position having travelled a shorter distance. This route is highly efficient.

3. TD-RRT* Algorithm

3.1. Target Bias Expansion

The traditional RRT* path-planning algorithm performs a random search in the state space, so the random sampling points are evenly distributed in the global map, and a
The increase in goal-biased expansion method to add $q_{goal}$ goal-directed points to the arbitrary point $q_{rand}$. The increase in goal-directed points causes the generated new node $q_{new}$ to turn in the direction of the combined force; the two points are $q_{rand}$ and $q_{goal}$. $\rho$ denotes the larger fixed step size of the expansion, $w_g$ represents the direction weight of the target point. The direction weight of $q_{rand}$ is $1 - w_g$, while $\frac{q_{rand} - q_{near}}{|q_{rand} - q_{near}|}$ is the unit vector of the direction of the sampling point, and $q_{near}$ is the most recent sampled node; the new node expansion of the traditional RRT* algorithm is shown in Equation (1):

$$q_{new}(i) = q_{near} + F(i) = q_{near} + \rho \cdot (1 - w_g) \frac{q_{rand} - q_{near}}{|q_{rand} - q_{near}|}, \quad 0 < 1 - w_g < 1 \quad (1)$$

![Figure 2](image-url) Structure of the target bias extension.

Since the traditional RRT* path-planning sampling method is too random to allow a UAV to quickly approach the target point, the target bias extension makes the new node $q_{new}$ search for the target point by introducing the target gravity function $w_g$. $\frac{q_{goal} - q_{near}}{|q_{goal} - q_{near}|}$ is a target point direction unit vector. The target gravity function is shown in Equation (2):

$$G(i) = \rho \cdot w_g \cdot \frac{q_{goal} - q_{near}}{|q_{goal} - q_{near}|}, \quad 0 < w_g < 1 \quad (2)$$

The new expansion of new node $q_{new}$ is shown in Equation (3):

$$q_{new}(i) = q_{near} + F(i) + G(i) = q_{near} + \rho \cdot (1 - w_g) \frac{q_{rand} - q_{near}}{|q_{rand} - q_{near}|} + \rho \cdot w_g \frac{q_{goal} - q_{near}}{|q_{goal} - q_{near}|}, \quad 0 < w_g < 1 \quad (3)$$

According to the above formula, it can be gleaned that the TD-RRT* algorithm adopts the target bias expansion strategy, so the path search has a certain direction, the time taken by the traditional RRT* algorithm to traverse the whole map to find the path is shortened, and the efficiency of path planning is improved, and the path planning is smoother.

### 3.2. Dynamic Step Size

The traditional RRT* algorithm has a fixed step size in path planning. Although this algorithm is simple, its ability to plan paths is not good. Different step sizes are used for different environmental scenarios. When the terrain environment is complex and the obstacles within it are close to each other, the dynamic step size is selected for expansion.
It ensures the smoothness of the generated path and reduces the probability of collision with obstacles. When the terrain is simple and the obstacles are far away from each other, the algorithm chooses a high step size to expand and speed up the convergence. The dynamic step size is introduced to adjust the step size; it is required for the expansion tree and obstacles in real time, and it also solves the opposition between smoothness and real-time functionality in path planning and improves the efficiency of path planning. In this study, the dynamic step size is determined according to the distance between the extended random tree and the obstacles. The step size generated by the dynamic step size strategy is denoted by \( \rho_f \). The corresponding expression is shown in Equation (4):

\[
\rho_f = \begin{cases} 
\rho, & x > x_s, \theta \leq \theta_{\text{max}} \\
\rho_{\text{min}} \cdot k_p, & 1 \leq k_p < \frac{\rho}{\rho_{\text{min}}} 
\end{cases}
\]  

(4)

In Equation (4), \( x \) represents the set safety value, and \( x_s \) represents the distance between node \( q_{\text{near}} \) and the obstacles. As shown in Figure 3, \( \rho \) represents the larger fixed step value, \( k_p \) is the minimum step coefficient, and \( \rho_{\text{min}} \) is the minimum flight step of quad-rotor UAVs. If the step size is selected according to the distance between the obstacles and the node without considering the direction in which the tree is randomly expanding, the search will lead farther and farther away from the target point, thus lowering efficiency. Therefore, this study employs a combination of the target-bias-expanding strategy and the dynamic step size. As shown in Figure 4, \( \theta \) represents the angle between any directions of random tree expansion and the target direction, and \( \theta_{\text{max}} \) is the preset angle threshold. The threshold \( \theta_{\text{max}} \) for acquisition in this article is 30°. In the process of the random tree expansion, we believe that the process is always offset towards the target point. If the target point and the arbitrary point angle \( \theta \) are satisfied, i.e., \( \theta \leq \theta_{\text{max}} \), then the algorithm uses a larger fixed step size to improve the efficiency of path planning in the random tree expansion.

![Figure 3. Distance from obstacles.](image)

![Figure 4. Angle between any point of the extended tree and the target point.](image)
The dynamic step size strategy proposed in this paper determines step size according to the distance to the obstacles and the tendency of a rapidly expanding random tree to expand randomly. In the current iteration of path planning, if the distance \( q_{\text{near}} \) to the obstacles is farther away \((x_s > x)\), the random tree expands towards the target area \((\theta \leq \theta_{\text{max}})\), and \( \rho_f \) can take a larger fixed step value \( \rho \). Otherwise, the step size of \( \rho_f \) assumes the value of the dynamic step \( k \rho \cdot \rho_{\text{min}} \).

The traditional RRT* algorithm environment has insufficient exploration ability and low path search efficiency; sometimes, an effective path cannot be found. In order to solve these problems, the improved algorithm in this paper is applied to obtain \( q_{\text{new}} \); then, it finds the nearest node \( q_{\text{near}} \) of \( q_{\text{new}} \) in the random tree expansion. Finally, it calculates the path costs of \( q_{\text{new}} \) and \( q_{\text{near}} \) and draws a circle with a radius of distance; \( q_{\text{near}} \) denotes the center of the circle, where distance \( \leq \rho \). If \( L_{\text{cost}} \) is less than or equal to distance in the cost function, then the new node \( q_{\text{new}} \) is not resampled, but \( q_{\text{new}} \) is added to the random tree expansion, which can reduce the exploration of repeating regions. The cost function is shown in Equation (5):

\[
L_{\text{cost}} = \text{distance}(q_{\text{new}}, q_{\text{near}}) \quad (5)
\]

### 3.3. Path-Smoothing Processing

An initial path was obtained by improving the RRT* algorithm. It has many folded paths consisting of two points. There are a large number of inflection points when quad-rotor UAVs are in flight; this will affect the stability of the flight attitude, even resulting in a significant reduction in their work efficiency. Generating this initial path cannot be directly applied to quad-rotor UAV flight. The path needs to be smoothed. There are various ways of smoothing it: the common ways are B-spline curve interpolation \([42,43]\), Quadratic Bessel curve interpolation \([44]\), Quintic polynomial interpolation \([45]\), Cantmull–Rom curve interpolation \([46]\), etc. The B-spline curve interpolation method has the advantage of modifying the local inflection points of the path, and it also has good continuity with respect to solving the above problems efficiently and quickly. We chose to apply the B-spline curve interpolation method to path smoothing.

The B-spline curve expression is shown in Equation (6):

\[
P(u) = \sum_{i=0}^{n} P_i B_{i,k}(u) \quad (6)
\]

\( P(u) \) is the curve of each segment, \( k \) denotes the curve order of the B-spline, \( i \) is the number of iterations, \( P_i \) denotes the coordinates of the given control point, \( P_i B_{i,k}(u) \) is the basis function, and the expression of \( P_i B_{i,k}(u) \) is shown in Equation (7):

\[
P_i B_{i,k}(u) = \frac{1}{k!} \sum_{r=0}^{k-j} (-1)^r C_{k+1}^r (u + k - i - r)^k, \quad i = 0, 1, 2, \cdots, k
\]

We let \( k = 3 \); according to the position of the end point and the slope of the tangent line, a smoothed curve was obtained. Figure 5a shows the path before smoothing. Figure 5b shows the path after smoothing.
Figure 5. Schematic diagram of path-smoothing process: (a) path before smoothing; (b) smoothed path.

3.4. Flowchart of the TD-RRT* Algorithm

The implementation steps for the TD-RRT* algorithm discussed in this paper are shown in Figure 6.

![Flowchart](image_url)
Step 1: We search for the quad-rotor UAVs’ path planning nodes and set the parameters, such as the UAV start node $q_{start}$, the target node $q_{goal}$, the locations of obstacles, etc.

Step 2: We generate $q_{rand}$ randomly in the flyable area of the quad-rotor UAVs. We use a target bias strategy to find the closest point of the tree node $q_{near}$ to the random node, connecting $q_{near}$ and $q_{rand}$, for which the direction is $q_{near} \rightarrow q_{rand}$.

Step 3: We connect $q_{near} \rightarrow q_{rand}$ and $q_{near} \rightarrow q_{goal}$ with an angle of $\theta$ between the two path directions. A new node, $q_{new}$, is identified by introducing the target gravity function.

Step 4: We set the dynamic step size to determine whether there are obstacles between the new nodes $q_{new}$ and $q_{near}$. If there are no obstacles ($x_s > x$, $\theta \leq \theta_{max}$), the expansion is executed with a larger fixed step size of $\rho$. If there are obstacles between the two points, the dynamic step strategy is used for expansion with a dynamic step size of $k \cdot \rho_{min}$, for which the condition is ($1 \leq k \rho < \frac{\rho}{\rho_{min}}$);

Step 5: We determine whether node $q_{new}$ is satisfies the collision constraints and cornering constraints. If it does not, we discard $q_{new}$ and jump to step 1 for cyclic execution; if it does satisfy the collision constraints along with the cornering constraints, node $q_{new}$ is retained and added to the random tree.

Step 6: The searched optimal path is smoothed to reduce the path inflection points, shorten the distance, and improve the flight stability of the quad-rotor UAVs. Finally, the UAVs arrive at the target point.

4. Simulation Experiments

4.1. Experimental Environment

In order to verify the superiority of the TD-RRT* algorithm, this experiment is designed to simulate and compare the traditional RRT* algorithm used for path planning with the TD-RRT* algorithm. During the experiment, the quad-rotor UAVs’ size and the bodies of the quad-rotor UAVs are regarded as a prime point. The simulation experiment environment is shown below:

- Operating System—Windows10 (64 bits);
- Computer graphics cards—NVIDIA GeForce GTX 1650;
- Processor (CPU)—Intel (R) Core (TM) i5-10400F CPU @ 2.90 GHz.

4.2. Simulation Experiment

The simulation experiment is divided into 3 parts: the number of iterations, elapsed time for path planning, and the path planning distance between the TD-RRT* algorithm and the traditional RRT* algorithm. The overall environment scales of the quad-rotor UAVs’ path planning are $X \in (-200, 200)$, $Y \in (0, 600)$, and $Z \in (-300, 200)$. The coordinates of the initial point are $(-300, 150, -200)$, and the coordinates of the target point are $(100, 600, -200)$, for which the unit is mm. Because the RRT* algorithm is affected by randomness, it is necessary to conduct multiple sets of experimental validations to compare the performance difference between the TD-RRT* algorithm and the traditional RRT* algorithm in terms of quad-rotor UAV path planning, wherein the UAVs were under the same simulation experimental conditions. A simple environment was simulated with the sphere radius of eight obstacles $[15,15,15,15,15,15,15,30]$ (the unit used here is also mm). The radius of the obstacles is the same as that just mentioned. Figure 7 shows six sets of experiments comparing the traditional RRT* with the TD-RRT* in the simple environment.

In Figure 7a–f, the red solid line represents the optimal path determined by the TD-RRT* algorithm in the simulation experiments. The distance between the dots in blue and the solid line in red represents the dynamic step size in searching for the path. The blue solid line represents the optimal path of the traditional RRT* algorithm in the simulation experiments. The distance between the dots in black and the solid line in blue represents the fixed step size in searching for the path. The blue line in the upper right corner of Figure 7 represents the redundant route of the traditional RRT* algorithm while searching for the target point. The data from the six sets of simulation experiments conducted on simple environment terrain are shown in Table 1.
Step 5: We determine whether node new is satisfies the collision constraints and cornering constraints. If it does not, we discard new and jump to step 1 for cyclic execution; if it does satisfy the collision constraints along with the cornering constraints, node new is retained and added to the random tree.

Step 6: The searched optimal path is smoothed to reduce the path inflection points, shorten the distance, and improve the flight stability of the quad-rotor UAVs. Finally, the UAVs arrive at the target point.
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In order to verify the superiority of the TD-RRT* algorithm, this experiment is designed to simulate and compare the traditional RRT* algorithm used for path planning with the TD-RRT* algorithm. During the experiment, the quad-rotor UAVs' size and the bodies of the quad-rotor UAVs are regarded as a prime point. The simulation experiment environment is shown below:

- Operating System—Windows10 (64 bits);
- Computer graphics cards—NVIDIA GeForce GTX 1650;
- Processor (CPU)—Intel (R) Core (TM) i5-10400F CPU @ 2.90 GHz.

4.2. Simulation Experiment

The simulation experiment is divided into 3 parts: the number of iterations, elapsed time for path planning, and the path planning distance between the TD-RRT* algorithm and the traditional RRT* algorithm. The overall environment scales of the quad-rotor UAVs' path planning are \( X \in (-200, 200) \), \( Y \in (0, 600) \), and \( Z \in (-300, 200) \). The coordinates of the initial point are \((-300, 150, -200)\), and the coordinates of the target point are \((100, 600, -200)\), for which the unit is mm. Because the RRT* algorithm is affected by randomness, it is necessary to conduct multiple sets of experimental validations to compare the performance difference between the TD-RRT* algorithm and the traditional RRT* algorithm in terms of quad-rotor UAV path planning, wherein the UAVs were under the same simulation experimental conditions. A simple environment was simulated with the sphere radius of eight obstacles \([15, 15, 15, 15, 15, 15, 15, 30]\) (the unit used here is also mm). The radius of the obstacles is the same as that just mentioned. Figure 7 shows six sets of experiments comparing the traditional RRT* with the TD-RRT* in the simple environment.

In Figure 7a–f, the red solid line represents the optimal path determined by the TD-RRT* algorithm in the simulation experiments. The distance between the dots in blue and the solid line in red represents the dynamic step size in searching for the path. The blue solid line represents the optimal path of the traditional RRT* algorithm in the simulation experiments. The distance between the dots in black and the solid line in blue represents the fixed step size in searching for the path. The blue line in the upper right corner of Figure 7 represents the redundant route of the traditional RRT* algorithm while searching for the target point. The data from the six sets of simulation experiments conducted on simple environment terrain are shown in Table 1.

Table 1. Simulation data for simple environment path planning.

<table>
<thead>
<tr>
<th>Environments</th>
<th>Number of Experimental Groups</th>
<th>Algorithms</th>
<th>Travel Distance/mm</th>
<th>Number of Iterations</th>
<th>Timing/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple environment</td>
<td>Group 1</td>
<td>Traditional RRT* algorithm</td>
<td>762.4299</td>
<td>27</td>
<td>1.5437</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>715.1080</td>
<td>25</td>
<td>0.5055</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>Traditional RRT* algorithm</td>
<td>777.7699</td>
<td>27</td>
<td>2.5113</td>
</tr>
</tbody>
</table>

Figure 7. Simple environment path-planning results. (a) Path planning experiment results 1. (b) Path planning experiment results 2. (c) Path planning experiment results 3. (d) Path planning experiment results 4. (e) Path planning experiment results 5. (f) Path planning experiment results 6.
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<td></td>
<td>Traditional RRT* algorithm</td>
<td>762.4299</td>
<td>27</td>
<td>1.5437</td>
</tr>
<tr>
<td>Group 1</td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>715.1080</td>
<td>25</td>
<td>0.5055</td>
</tr>
<tr>
<td>Group 2</td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>777.7699</td>
<td>27</td>
<td>2.5113</td>
</tr>
<tr>
<td>Group 3</td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>712.1347</td>
<td>25</td>
<td>0.4176</td>
</tr>
<tr>
<td>Group 4</td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>777.7230</td>
<td>27</td>
<td>1.7996</td>
</tr>
<tr>
<td>Group 5</td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>687.4352</td>
<td>24</td>
<td>0.3927</td>
</tr>
<tr>
<td>Group 6</td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>802.5991</td>
<td>28</td>
<td>1.9696</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>698.6941</td>
<td>25</td>
<td>0.3158</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>723.4604</td>
<td>26</td>
<td>1.9095</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>683.1005</td>
<td>24</td>
<td>0.3412</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>815.5573</td>
<td>29</td>
<td>2.2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>716.1098</td>
<td>25</td>
<td>0.3815</td>
</tr>
</tbody>
</table>

By expanding the diameter of the obstacles to form a complex environmental simulation, the eight resulting obstacle sphere radius are [15, 30, 60, 30, 50, 50, 40, 15]. In the complex environment of the traditional RRT* and TD-RRT* simulation experiments, the same six groups of experiments were also conducted. The details are shown in Figure 8a–f.
The six sets of simulation experimental data for complex environmental terrain are shown in Table 2.

Table 2. Complex environment path planning simulation data.

<table>
<thead>
<tr>
<th>Environments</th>
<th>Number of Experimental Groups</th>
<th>Algorithms</th>
<th>Travel Distance/mm</th>
<th>Number of Iterations</th>
<th>Timing/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex</td>
<td></td>
<td>Traditional RRT* algorithm</td>
<td>920.8943</td>
<td>32</td>
<td>1.6757</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>770.0329</td>
<td>27</td>
<td>0.2548</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>Traditional RRT* algorithm</td>
<td>867.4032</td>
<td>30</td>
<td>1.4547</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>762.9468</td>
<td>27</td>
<td>0.3240</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>Traditional RRT* algorithm</td>
<td>855.9435</td>
<td>30</td>
<td>1.3218</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>777.2276</td>
<td>27</td>
<td>0.3476</td>
</tr>
<tr>
<td></td>
<td>Group 3</td>
<td>Traditional RRT* algorithm</td>
<td>926.9955</td>
<td>32</td>
<td>2.2267</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>777.6863</td>
<td>27</td>
<td>0.3358</td>
</tr>
<tr>
<td></td>
<td>Group 4</td>
<td>Traditional RRT* algorithm</td>
<td>880.7327</td>
<td>31</td>
<td>1.7511</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>775.1276</td>
<td>27</td>
<td>0.2661</td>
</tr>
<tr>
<td></td>
<td>Group 5</td>
<td>Traditional RRT* algorithm</td>
<td>868.9602</td>
<td>30</td>
<td>2.4354</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD-RRT* algorithm</td>
<td>736.0981</td>
<td>26</td>
<td>0.7648</td>
</tr>
</tbody>
</table>

4.3. Path-Planning Efficiency Analysis

Path-planning efficiency is measured by two factors: the number of iterations and time. If the iteration number is low and the time consumed is short, this indicates that the corresponding path-planning efficiency is higher. Simulated terrain maps of a simple environment and a complex environment were made in six groups of experiments. In the simple environment, the average number of iterations of the traditional RRT* algorithm is 27 (rounded, the same as above), and the average number of iterations of the TD-RRT* algorithm is 25. In the simple environment, the average time consumption of the traditional RRT* algorithm is 1.9892 s, and the average time consumption of the TD-RRT* algorithm is 0.3916 s. In the complex environment, the average number of iterations of the traditional RRT* algorithm is 31, and the average number of iterations of the TD-RRT* algorithm is 27. The average time consumption of the traditional RRT* algorithm in the complex environment is 1.8109 s, and the average time consumption of the TD-RRT* algorithm is 0.3822 s. From the analysis of the iteration number and time data, we can see that the average number of iterations for the TD-RRT* algorithm is two times less than that for the traditional RRT* algorithm for the simple environment, and the amount of time consumed...
is 1.5976 s shorter, on average. The average value of the number of iterations of the TD-RRT* algorithm in the complex environment is four times less than that for the traditional RRT* algorithm, and the amount of time consumed is 1.4287 s shorter, on average. The number of iterations of the TD-RRT* algorithm and the traditional RRT* algorithm in the simple environment is shown in Figure 9a,b. The amounts of time consumed by the TD-RRT* algorithm and the traditional RRT* algorithm in the complex environment are shown in Figure 10a,b.

![Figure 9](image1.png)

**Figure 9.** Schematic comparison of the number of iterations. (a) Comparison of the number of iterations of the two algorithms in a simple environment. (b) Comparison of the number of iterations of the two algorithms in a complex environment.

![Figure 10](image2.png)

**Figure 10.** Schematic diagram of time consumption comparison. (a) Comparison of the time consumption of the two algorithms in a simple environment. (b) Comparison of the time consumption of the two algorithms in a complex environment.
4.4. Analysis of Path Optimization Effect

The distance from the initial point to the end point of TD-RRT* algorithm and traditional RRT* algorithm in a complex environment is shown in Figure 11a,b. In the global path-planning process, simulated environmental obstacles need to be detected; if the obstacles’ size is too large and/or the number of obstacles increases, the number of path nodes will increase. The shorter the distance of the path, the better the path-planning effect. From the experimental data, it can be seen that the average value of the distance from the initial point to the end point for the traditional RRT* in the simple environment is 776.9233 mm, the average value of the distance of TD-RRT* in the simple environment is 702.0971 mm, the average value of the distance of the traditional RRT* algorithm in the complex environment is 886.8216 mm, and the average value of the distance of the TD-RRT* algorithm in the complex environment is 766.5199 mm. The average value of the distance of the TD-RRT* algorithm in the simple environment is 74.8262 mm, which is less than the average value of distance traveled for the traditional RRT* algorithm. The average value of distance traveled in complex environments for the TD-RRT* algorithm is 120.3017 mm, which is less than the average value of distance traveled for the traditional RRT* algorithm.

![Figure 11](image_url)

Figure 11. Schematic comparison of routes. (a) Comparison of the distance between the two algorithms in a simple environment. (b) Comparison of the distance between the two algorithms in a complex environment.

5. Discussion

The path-planning ability of the TD-RRT* algorithm exhibits excellent robustness. It mitigates the problems regarding long durations, long distances, and the large number of iterations challenging the traditional RRT* algorithm. The TD-RRT* algorithm employs a dynamic step size, and it solves the problem of long durations caused by a fixed-step-size search path. A target bias extension was proposed: it solves the problem of a weak orientation toward the target point. Under the same environmental conditions, the efficiency of path planning was considered. Compared with the traditional RRT* algorithm’s path-planning ability, the optimization effect of the TD-RRT* algorithm discussed in this paper is more obvious. For example, in Figures 9 and 10, it is obvious that, both in simple and complex environments, the number of iterations and time consumed by the TD-RRT* algorithm are lower than those for the traditional RRT* algorithm. From Figure 11 or the
difference in distance traveled, it can be concluded that the distance traveled by the UAVs when guided by the TD-RRT* algorithm is shorter than for the traditional RRT* algorithm in the same environment.

In contrast with the traditional RRT* algorithm, the TD-RRT* algorithm plans the path dynamically according to the flight path and flight state of quad-rotor UAVs. It overcomes the problems regarding the unstable flight of quad-rotor UAVs at the inflection point and collision with obstacles during flight. It has higher flight accuracy and fewer safety issues. The TD-RRT* algorithm showed excellent robustness in the application scenario. For the navigation system, GPS was combined with other satellite navigation systems to receive a variety of signals. At the same time, this system detects the position of the drone. The IMU requires certain configuration requirements to better complete path planning.

The TD-RRT* algorithm showed excellent robustness in the application scenario. For the navigation system, GPS was combined with other satellite navigation systems to receive a variety of signals. At the same time, this system detects the position of the drone. The IMU requires certain configuration requirements to better complete path planning.

The TD-RRT* algorithm showed excellent robustness in the application scenario. For the navigation system, GPS was combined with other satellite navigation systems to receive a variety of signals. At the same time, this system detects the position of the drone. The IMU requires certain configuration requirements to better complete path planning.

The TSRRT* algorithm looks a lot like the TD-RRT* algorithm. We compared the two of them and optimized the new nodes of random tree expansion through multiple sampling methods, wherein time coordination cost functions were used to improve the efficiency of path planning. The TD-RRT* algorithm proposed in this paper optimizes the new nodes of random tree expansion through the distance cost function. It optimizes the new nodes in the process of random tree expansion by comparing the sizes of $\rho$ and $\rho$. It also adopts the goal bias strategy to cause the new nodes to slowly approach the target point. A dynamic step size was employed to adjust the step size and plan the path reasonably. Both of them can be well optimized for the generation of new nodes, but their cost functions are different. The TSRRT* algorithm uses the time cost function. The TD-RRT* algorithm in this paper uses the distance cost function, and it adds the target bias and dynamic step size strategy. In the later stage, through the study of the two algorithms, we hope that a new algorithm can be obtained, allowing path-planning efficiency to rise to a higher level.

Although the TD-RRT* algorithm has excellent path-planning capabilities, there are still some shortcomings. It is still unclear how the high time consumption in route planning, as well as the fact that obstacles become dynamic during the path-planning process, should be dealt with. In order to solve the problem pertaining to the long consumption time, the path from the initial point to the target point was optimized. The search path was changed from the initial point to the target point and from the target point to the starting point. A meeting is carried out somewhere in the middle so that the path search time can be saved. In the dynamic environment, the real-time obstacle avoidance of the quad-rotor UAVs was achieved by incorporating the artificial potential field method. Later work will further study and improve on this approach.

6. Conclusions

Quad-rotor UAVs carry out path planning. This paper improves on the traditional RRT* algorithm and proposes the TD-RRT* algorithm with target bias expansion and a dynamic step size. Random tree expansion was combined with the target bias strategy to remove the blindness of the random tree, expanding to the specified target point range area to approach the target position quickly. Then, a dynamic step size was introduced to accelerate the search speed; this solves the problems of ineffective expansion in the path generation process and adjusts the step size required for expanding the tree and obstacles in real time, thus addressing the opposition between smoothing and real-time operability in path planning. These features improve the algorithm’s searching efficiency. Finally, three-fold B-spline curve interpolation is used to smooth the path so that the optimal flight path of the quad-rotor UAVs can be determined.

Compared with the traditional RRT* algorithm, the TD-RRT* algorithm has higher path-planning efficiency and generates shorter path-planning travel distances and smoother path lines. Path optimization works better. The TD-RRT* algorithm significantly improves the efficiency of path planning and the planning effect for quad-rotor UAVs.

In this paper, the path planning of quad-rotor UAVs in space in an obstacle-strewn environment is studied. In the future, we will apply the TD-RRT* algorithm for path planning in a practical scenario. We plan to use quad-rotor UAVs for practical flights in a...
complex environment filled with dynamic obstacles to verify the reliability of the algorithm. At the same time, it is also necessary to consider the problem of environmental perception. The IMU unit at the core position of the quad-rotor UAVs is in place to ensure the normal operation of the device functions and navigation functions.
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