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Abstract: The proliferation of wireless technologies, particularly the advent of 5G networks, has
ushered in transformative possibilities for enhancing vehicular communication systems, particu-
larly in the context of autonomous driving. Leveraging sensory data and mapping information
downloaded from base stations using I2V links, autonomous vehicles in these networks present the
promise of enabling distant perceptual abilities essential to completing various tasks in a dynamic
environment. However, the efficient down-link transmission of vehicular network data via base
stations, often relying on spectrum sharing, presents a multifaceted challenge. This paper addresses
the intricacies of spectrum allocation in vehicular networks, aiming to resolve the thorny issues of
cross-station interference and coupling while adapting to the dynamic and evolving characteristics of
the vehicular environment. A novel approach is suggested involving the utilization of a multi-agent
option-critic reinforcement learning algorithm. This algorithm serves a dual purpose: firstly, it
learns the most efficient way to allocate spectrum resources optimally. Secondly, it adapts to the
ever-changing dynamics of the environment by learning various policy options tailored to different
situations. Moreover, it identifies the conditions under which a switch between these policy options
is warranted as the situation evolves. The proposed algorithm is structured in two layers, with
the upper layer consisting of policy options that are shared across all agents, and the lower layer
comprising intra-option policies executed in a distributed manner. Through experimentation, we
showcase the superior spectrum efficiency and communication quality achieved by our approach.
Specifically, our approach outperforms the baseline methods in terms of training average reward
convergence stability and the transmission success rate. Control-variable experiments also reflect the
better adaptability of the proposed method as the environmental conditions change, underscoring
the significant potential of the proposed method in aiding successful down-link transmissions in
vehicular networks.

Keywords: vehicular network communications; performance evaluation; spectrum resource allocation;
multi-agent reinforcement learning; option-critic architecture

1. Introduction

In recent years, there has been significant progress in the development of autonomous
driving and advanced auxiliary driving technologies [1,2]. However, a critical challenge
impeding the widespread adoption of autonomous driving is the issue of safety [3–5].
Existing autonomous driving technologies primarily focus on enhancing the intelligence of
individual vehicles [6]. While deep learning technologies have contributed to the designing
of more efficient resource allocation algorithms for autonomous driving systems with multi-
ple vehicles and roadside base stations, the advent of wireless communication technologies
such as 5G and Cellular Vehicle-to-Everything (C-V2X) has ushered in novel prospects
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for autonomous driving satisfying the need for reliable and fast down-link sensory data
transmission from roadside base stations with wide-range coverage [7]. These technologies
facilitate the reliable real-time exchange of perception information among the mix of vehi-
cles and roadside base stations, thereby augmenting the distant perceptual capabilities of
each vehicle and enhancing the safety of autonomous-driving vehicles [6,8]. This collabora-
tive paradigm between intelligent vehicles and roadside base stations effectively addresses
the limitations stemming from sight-blocking scenarios that an individual vehicle may
encounter [9], ultimately enhancing the feasibility of implementing safer driving protocols.

On the other hand, persistent challenges exist. The foremost challenge revolves around
the issue of coupling. Base stations share spectrum resources for communication, resulting
in cross-station interference and resource allocation coupling challenges that cannot be
effectively resolved by optimizing each base station independently [10,11]. It is impera-
tive to adopt a holistic perspective and resolve these issues through collaborative efforts
among various base stations. Centralized or single-level MARL solutions for collaboration
entail significant computational overhead and a lack of fine policy granularity, render-
ing them unsuitable for rapidly evolving environments [12,13]. Consequently, there is a
compelling need to develop a distributed execution framework for collaborative resource
allocation [14].

Furthermore, the distinct channel states and communication requirements of associ-
ated vehicles necessitate the adoption of diverse resource allocation policies at different
times and for different individuals [15]. Meanwhile, to circumvent the pitfalls of local
optima, base stations must rely not only on their local observations but also on information
from other entities. Effectively leveraging this information to accommodate various re-
source allocation patterns poses a significant challenge [16]. As the demand for underlying
communication patterns evolves, the collaboration policies among multiple base stations
must adapt accordingly. This underscores the requirement for a centralized structure to
assess policy changes, integrate global information and offer guidance for base stations [17].

Resource allocation has gained significant research interest within the realm of conven-
tional methodologies, which encompass heuristic-driven algorithms, optimization-oriented
approaches [18], evolutionary algorithms [19] and algorithms grounded in game theory
and graph theory [20,21]. In more recent investigations, there has been a focus on the
exploration of resource allocation algorithms rooted in multi-agent reinforcement learning
(MARL) using deep neural networks. This endeavor aims to advance automated and finely
grained strategies for enhancing resource allocation efficiency in intricate environments.

This paper proposes a two-level MARL framework for guiding the resource allocation
of base station agents. In sum, the major contribution of this article includes three aspects:

• Proposal of a communication resource allocation framework based on a hierarchical
MARL algorithm named multi-agent option-critic architecture for addressing the
problem of resource allocation. The architecture has a hierarchical structure for the
control of agents and the execution of their actions. Additionally, the option-critic
architecture adopted will be more thoroughly introduced in the Related Work and
Methodology Sections.

• Creation of a specialized reinforcement learning algorithm designed explicitly for
the multi-agent option-critic framework. This algorithm centrally trains agent poli-
cies to facilitate collaboration and achieves the autonomous distributed allocation of
communication resources.

• We performed several rounds of experiments, each tailored to specific communication
demand patterns and environmental parameters. We then conducted thorough com-
parisons and analyses, considering both baseline methods and alternative approaches.
Our observations revealed a noteworthy enhancement in system performance and its
ability to adjust to diverse demand patterns when utilizing our algorithm.

The rest of this paper will first present related work that has provided insight into
the current research field in spectrum resource allocation for vehicular networks. This is
followed by an explanation of the system model, including architecture for the targeted
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application scenario, the modeling of communication links and problem formulation.
Plus, an exhaustive explanation of the backbone option-critic framework regarding its
mathematical mechanisms and training algorithm is given. Lastly, the simulation results
using the baseline and proposed methods are presented and analyzed.

2. Related Work

The following sections review the related work concerning two fields relevant to the
proposed method. A review of hierarchical reinforcement learning and its subordinating
method, the option-critic framework adopted by the method proposed in this paper, is
first given. The second subsection reviews the resource allocation problem in vehicular
networks researched by previous studies with a focus on the approaches used. It can be
seen, as presented by the reviewed studies, that the approaches for solving the spectrum
allocation problem are abundant. However, most of the reviewed work in Section 2.2
uses single-level agents, which are not capable of learning different fine-grained policies
for adapting pertinently to specific scenarios encountered in a complicated environment.
The separation of the two subsections aims to first put a clear emphasis and introduction on
the option-critic framework used by the method proposed in this paper. The option-critic
framework is a promising hierarchical reinforcement learning approach to be adopted
for better adaptation to the environment. Lastly, the second subsection aims to offer
a comprehensive view on the research trend of road-infrastructure resource allocation
problems using MARL approaches.

2.1. Hierarchical Reinforcement Learning and Option-Critic Framework

Currently, a range of hierarchical reinforcement learning algorithms have been intro-
duced. These algorithms can be categorized into two groups based on their problem-solving
approaches. The first category involves deep hierarchical reinforcement learning frame-
works that rely on options. In this framework, a lower-level network learns a set of skills,
referred to as “options”, which are invoked by an upper-level network. Different combina-
tions of these skills are employed to tackle downstream tasks. For instance, Bacon et al. [22]
introduced the option-critic framework in light of the actor-critic model. By combining
intrinsic and extrinsic rewards and utilizing a gradient-based option learner, the option-
critic architecture can effectively learn internal policies, termination conditions and the
policy options without the need for additional rewards or sub-goals, showcasing its flex-
ibility and efficiency in training. In an extension of the vanilla option-critic architecture,
Riemer et al. [23] proposed a hierarchical option-critic architecture. This architecture en-
ables learning in multiple resolutions at a time by considering an arbitrarily deep hierarchy
of options where high-level options are composed of lower-level options with finer resolu-
tions in time. Such a design allows for learning the internal policies, termination conditions
and hierarchical compositions of options without the need for intrinsic rewards or sub-
goals. Policy gradient theorems are derived for a deep hierarchy of options, including
internal policies and termination conditions.

In the context of deep hierarchical reinforcement learning with sub-targets, neural
networks are employed to extract state features. The higher-tier network acquires the
ability to produce sub-goals, whereas the lower-tier network endeavors to accomplish these
sub-goals by utilizing internal mechanisms. Schaul et al. [24] introduced the concept of
universal value function approximators (UVFAs) in reinforcement learning. UVFAs are a
form of generalization that extend to both states and goals, where they aim to approximate
the future reward over a state–goal combination. An innovative supervised learning
approach has been proposed for UVFAs, which involves decomposing observed values into
distinct embedding vectors for states and goals, followed by the acquisition of a function
that maps state–goal pairs to these vectors. Additionally, UVFAs have the capability to be
updated exclusively based on received rewards within a reinforcement learning framework,
demonstrating an efficient generalization to novel goals. However, it is important to note
that hierarchical problems in reinforcement learning pose challenges related to defining
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appropriate sub-objectives, and it is crucial to make rational choices in this regard to achieve
favorable outcomes.

2.2. Resource Allocation for Vehicular Networks and MARL Solutions

In the context of addressing the optimization problem associated with the allocation of
communication resources, a majority of conventional algorithms, including direct solutions,
heuristic techniques and graph-based methods, predominantly employ centralized control
strategies [15]. These strategies necessitate the presence of roadside base stations or coop-
erative decision-making vehicles serving as central nodes within a multi-vehicle group.
However, this centralized approach encounters difficulties in adapting to evolving envi-
ronmental conditions. Furthermore, as the network scale and complexity have expanded,
the computational demands placed on the central controller have escalated significantly.

Recent advancements in artificial intelligence have facilitated the application of com-
plex deep neural network (DNN) models to address optimization challenges within C-V2X
networks [25,26]. Deep reinforcement learning (DRL) techniques have proven effective
for resource allocation in C-V2X networks. For instance, Ye et al. [27] proposed a novel
decentralized resource allocation mechanism for vehicle-to-vehicle (V2V) communications
based on deep reinforcement learning. This mechanism can be applied to both unicast
and broadcast scenarios, where each autonomous agent makes decisions independently
to find the optimal sub-band and power level for transmission without requiring global
information. The proposed method in [27] utilizes deep Q-networks to approximate the
Q-function, enabling the selection of optimal actions in a large state–action space. By using
deep reinforcement learning, the agents can learn to optimize their actions asynchronously,
mitigating issues related to incomplete environmental characterization and enabling coor-
dinated decision-making among neighboring agents.

However, it is worth noting that as actions are updated asynchronously, there are
non-stationary problems [28] where the state transitions and rewards are influenced by
the joint actions of all agents, leading to an ever-moving target for each agent. Moreover,
the states observed by each V2V link may not fully capture the environment, impacting the
overall decision-making process.

Multi-agent DRL has gained significant traction in various research areas. For instance,
Sangwon et al. [29] proposed a multi-agent deep reinforcement learning (MADRL)-based
resource allocation method for multi-cell wireless powered communication networks.
The method involves multiple hybrid access points wirelessly charging energy-limited
users to collect data. The proposed method aims to achieve comparable performance in
terms of the sum data rate to centralized algorithms without the need for global infor-
mation, but relies on only locally observable states for each agent. Thus, a distributed
reinforcement learning strategy implemented utilizing the actor-critic method within the
MADRL framework is designed, where hybrid access points independently determine the
time and power allocation variables.

A noteworthy study in [30] introduced an MADRL approach to control traffic lights
in a vehicular network, aiming to reduce traffic congestion at multiple intersections by
making intelligent decisions based on the current traffic environment. Each intersection
is controlled by an agent using the deep Q-learning (DQN) algorithm, where decisions
are made independently without exchanging information between agents, relying on a
greedy algorithm to find the optimal traffic light control policy. Furthermore, [31] proposed
a method that uses deep reinforcement learning (DRL) to allocate communication resources
in vehicular networks, aiming to manage interference optimally in high-mobility environ-
ments and ensure reliable and low-latency services. To enhance system capacity and reduce
energy consumption caused by periodic message traffic, a vehicle clustering technique is
introduced, which groups vehicles to minimize communication overheads. The proposed
method also includes remote radio head (RRH) grouping, which helps in managing the
communication resources more efficiently by considering the similarities of neighboring
RRHs and forming clusters based on these similarities. Yet striking a balance between
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maximizing power efficiency and ensuring extensive message reach presents compromises
between the two, which could hinder the achievement of optimal outcomes. Other studies,
such as [32] and Sahin [33], addressed the union optimization problem of mode selection
and channel allocation in the device-to-device (D2D) communication of heterogeneous
cellular networks that use both millimeter wave and traditional cellular bands. These stud-
ies aimed to maximize the system sum rate while meeting the QoS requirements of both
cellular and D2D users using MARL-based approaches. It is important to note that these
studies did not incorporate considerations of half-duplex communication and collision
issues into their reward functions.

Prior research efforts by Liang et al. [34] and Vu et al. [35] proposed multi-agent
deep reinforcement learning algorithms leveraging a deep Q-network (DQN) and a fin-
gerprint replay buffering mechanism, respectively, to optimize vehicular networking and
address issues in spectrum resource allocation and power allocation in V2V communication.
In particular, Liang et al. extended the work initially presented in [27] by introducing a
method based on MARL to address the problem of spectrum sharing in vehicular networks,
where multiple V2V links reuse the frequency spectrum already occupied by vehicle-to-
infrastructure (V2I) links. For V2I links, the goal is to maximize their sum capacity, which
means ensuring they can efficiently handle as much data as possible. As for V2V links,
the goal is to increase the success probability of delivering their payloads within a given
time constraint, measured by the packet reception ratio, which is the number of packets
received over the number of packets sent. The approaches proposed in [34,35] incorporated
innovative view-based location distribution as a means of characterizing the system state.
Similarly, Gündoğan et al. [36] examined the challenge of optimizing the total throughput
of cognitive users while adhering to energy efficiency constraints. To address the non-
stationarity challenge posed by concurrent learning agents, ref. [36] proposed a method to
optimize the reward in a series of episodes by comparing different strategies, such as greedy
and the proposed DIRAL, to find the optimal approach for maximizing episode rewards
over time. Specifically, DIRAL involves adjusting the strategy based on the outcomes of
previous episodes, ensuring continuous improvement and better performance over time.
The strategy also considers factors like the distance between resources and their reuse,
making the training process both effective and resource-efficient. Lastly, He et al. [37]
introduced a spectrum allocation framework termed “neighbor agent actor-critic” (NAAC),
which employs a combination of centralized training and distributed execution, resulting
in enhanced generalization and scalability.

Nevertheless, these prior contributions exhibit certain limitations. For example, the al-
gorithm proposed in [34] by Liang et al. overlooks the half-duplex issues in TDD-based
C-V2X radio systems within its system reward design. Additionally, most of these ap-
proaches do not adequately account for the evolving dynamics of the environment, which
may influence algorithmic performance and possess a limited range of scenarios applicable
to state representation.

This paper introduces a spectrum resource allocation methodology grounded in the
integration of MARL with hierarchical reinforcement learning, namely, the option-critic
architecture. The proposed approach empowers individual agents to make distributed
decisions and optimizations based on partial observational data and accumulated training
experience, thereby enhancing their capacity to adapt to dynamic environmental changes.
In comparison to conventional algorithms, the proposed method exhibits lower algorithmic
complexity and superior real-time performance. Meanwhile, compared to prior approaches,
the option-critic architecture in the proposed approach helps the agents to better adapt to
the dynamically changing environment by flexibly using different policy options. The com-
bination of the two branches can significantly improve the efficiency of spectrum allocation
and, therefore, the quality of data transmission in vehicular networks. Additionally, this
paper presents a more carefully designed system reward with finer granularity, which
can help account for a more complicated and wider range of environmental dynamics in
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comparison to previous studies. A summary of the major studies on resource allocation
reviewed is listed in Table 1.

Table 1. Comparison of various methods using multi-agent reinforcement learning for resource
allocation.

Paper Collaboration Hierarchical
Model

Global
Observation Use Options Distributed

Execution

[27] ✓ - - - ✓
[28] ✓ - - - ✓
[29] ✓ - - - ✓
[30] ✓ ✓ ✓ - ✓
[31] ✓ ✓ - - ✓
[32] ✓ - - - ✓
[33] ✓ - ✓ - -
[34] ✓ - - - ✓
[35] ✓ - ✓ - ✓
[36] ✓ ✓ - - ✓
Proposed ✓ ✓ ✓ ✓ ✓

Note: The checkmarks (✓) indicate the presence of the specified feature in the respective paper.

3. System Model

This section includes the description of the composition and structure of our system’s
model, the model for establishing communication links between base stations and vehicles,
and our objectives for resource allocation. These aspects are discussed thoroughly in this
section in terms of the denotations and the mathematical models used.

Overall, the communication network comprises multiple vehicles and homogeneous
roadside base stations that could establish communication links in a down-link manner
with the vehicles in the network based on C-V2X. The model has a hierarchical structure in
which base stations are agents equipped with a two-layer control network. The upper layer
is responsible for selecting good policies for making resource allocation decisions and the
lower layer is responsible for executing the policies given to it in a distributed manner by
allocating communication resources to the end-user vehicles. Resource sharing is achieved
by the design, which allows the agents to use the same reservoir of spectrum resources
for allocation with the consideration of noise, interference between links and channel
fading effects.

3.1. System Architecture

The vehicular communication network primarily comprises multiple base stations,
denoted as N = {1, 2, . . . , n}, where n is the total number of base stations. As the network
model is assumed to be homogeneous, all the base stations are considered to have the same
specifications. The V2I links in the network established between vehicles and base stations
are denoted by the set L = {1, . . . , l}.

Figure 1 illustrates that our model adopts a two-level structure for communication.
This hierarchical design divides the tasks of selecting policies for resource allocation and
the execution of the strategies into two different layers, with one on top of another inside
each agent. The upper layer is a centrally trained network for policy selection. During the
application of the model, this upper layer of the model is deployed in a distributed manner
in all agents and is identical for all agents. The upper layer controls the lower layer of agents
(i.e., base stations) by giving them different options of policies to execute for communication
resource allocation, facilitating better adaptation of agents to the environment.
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Figure 1. Illustration of the application scenario for the multi-agent option-critic spectrum resource
allocation model.

3.2. Communication Links

The model considers the enabling technology for vehicular communication to be
C-V2X, through which the V2I links established between base stations and vehicles are
assumed to be down-linked without loss of generality. The assumption of a down-link
network orients scenarios with needs such as high-resolution map downloading, data
acquisition from roadside sensory facilities, etc. As depicted in Figure 1, each C-V2X end
user (i.e., vehicle) keeps moving and only receives data packets sent from base stations at
every time slot t. For the creation of V2I links, it is posited that the process of orthogonal
frequency division multiplexing (OFDM) converts wireless channels with frequency se-
lectivity into uniform channels that run in parallel across various subcarriers, rendering a
reservoir of spectrum resources available for allocation. Each sub-band consists of several
consecutive subcarriers and the set of sub-bands is denoted as X = {1, . . . , x}, where x
is the total number of resource blocks. Moreover, this resource reservoir is designed to
be jointly accessible by all base stations. By using this sharing of resources, the aim is
to enhance the efficiency of spectrum resource usage. However, this sharing of commu-
nication resources inevitably requires an interference control algorithm, which is a main
problem that will be discussed in the following sections. Lastly, it is assumed that the V2I
links utilize cellular interfaces (i.e., Uu) to enable high data rate transmission and reception
between the base stations and vehicles.
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Multiplexing the spectrum resource and time resource creates multiple resource blocks
for allocation. Assuming the channel fading remains uncorrelated across varying sub-bands,
the V2I links using different channels (i.e., resource blocks) are free from mutual interference,
while V2I links using the same resource block may create interference. Therefore, this study
primarily focused on formulating a proficient algorithm for the allocation of spectra among
base stations. The overarching aim is to mitigate interference amid V2I links within
an environment characterized by vehicles exhibiting pronounced mobility and robust
dynamics. This undertaking strives to optimize the possibility of vehicles realizing their
transmission objectives.

The total power of interference on link l is defined as the sum of interference of all other
links using the same channel as link l, as shown by the equation below. The interference
from another link is computed by the transmit power Pl′ [x] of the transmitter of the other
interfering link l′ times the power gain gl,l′ [x] from V2I transmitter l′ on V2I receiver l on
channel x and the binary indicator of spectrum allocation ρl′ [x].

Il [x] = ∑
l′ ̸=l

ρl′ [x]Pl′ [x]gl,l′ [x], (1)

gl,l′ [x] follows the formula for the channel power gain on channel x of the lth V2I link
within a coherent time slot:

gl [x] = αlhl [x], (2)

In (2), the variable hl corresponds to the power component associated with small-scale
fading, an assumption that posits an exponential distribution. Additionally, the parameter
αl encompasses the characteristics of large-scale fading, which comprises path loss and
shadowing effects, not subject to the frequency utilized.

With (1) and (2), the received signal-to-interference-plus-noise ratio (SINR) of the lth
V2I link occupying channel x is formulated as follows:

γl [x] =
Pl [x]ĝl [x]
σ2 + Il [x]

, (3)

where σ2 represents the power of noise.
It can be further deduced based on Shannon’s theorem that the capacities of V2I links

can be expressed as
Cl [x] = Wlog(1 + γl [x]), (4)

where W denotes the bandwidth for sub-bands.

3.3. Problem Formulation

As mentioned previously, the first objective of resource allocation is to mitigate inter-
ference amid V2I links within an environment characterized by fast and flexibly moving
vehicles. The second objective of resource allocation is to optimize the possibility of
successful transmissions in the vehicular network. More specifically, the objectives are
defined as maximizing the sum capacity ∑l Cl [x] and the possibility of successful deliveries
characterized by

Pr
T

∑
t=1

L

∑
l=1

ρl [x]Cl [x, t] ≥ B × L/∆T , l ∈ L, (5)

in which B represents the bit size of V2I packets, and T signifies the duration of time a
packet can live. The variable ∆T represents the temporal duration of channel coherence.
The subscript t is introduced within Cl [x, t] to denote the capacity of the lth V2I link at a
distinct coherence time slot t.

Based on the above analysis and delineation of our system model, it can be concluded
that our two-level hierarchical model for distributed communication resource allocation
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has two main objectives. The first is to find the maximization of the sum capacity of all V2I
links C∗:

C∗ = max ∑
l

Cl [x]. (6)

The second is to find the maximization of the possibility of successful data packet
delivery:

Pr∗(s) = max(Pr
T

∑
t=1

L

∑
l=1

ρl [x]Cl [x, t] ≤ B/∆T), l ∈ L, (7)

where s denotes the event of successful transmission.
In the next section, a reinforcement learning framework is further proposed for solving

the optimization objectives mentioned in this section.

4. Methodology

The base stations in our model share the same reservoir of time-frequency resources.
They are responsible for allocating resources to nearby vehicles when there is a need to send
sensory information or high-resolution maps auxiliary to autonomous driving in a down-
link manner to vehicles. The optimization goals of maximizing both the overall link capacity
and the possibility of successful transmissions can be modeled as an MARL problem.

Base stations are modeled as agents making decisions on resource-allocating actions
and acquiring local state observations. The actions taken by agents in the MARL framework
rely on each agent’s local observation and the policy allocated to the agent. All agents’
local observations serve as a reference for the allocation of lower-level policies. This design
enables the cooperative sharing of local observations, which helps achieve a more steadily
increasing understanding of the dynamic environment and faster convergence to Nash
equilibrium for agents with the same optimization goals.

Specifically, an option-critic framework was designed and used as the backbone for
the proposed MARL framework. The reasoning for using such an option-critic framework
lies in that the policies adopted by agents need to be changed corresponding to the un-
derlying communication pattern. A set of different policies should be learned to cope
with different communication situations. The policies with the best chance of eliminating
interference and achieving successful data transmission should be selected for the agents.
Moreover, the option-critic framework implements the key concept of an option defined
as a temporally extended action. The typical composition of an option comprises two
policies: the intra-option policy for guiding resource allocation actions and the termination
function that determines the timing of the termination of a currently adopted option to be
replaced by a new option. The original definition was modified to exclude the use of the
termination function. Instead, the selection of new intra-option policies was set to happen
at the beginning of each time step.

The full implementation of the multi-agent option-critic framework involved central-
ized training and distributed execution. Particularly during the centralized training phase,
where the focus was on optimizing system performance-oriented rewards, a shared net-
work architecture was employed. This shared network served as a collective repository that
gathered observations from all participating agents. Subsequently, the information amassed
within this shared network was utilized to update the individual networks associated with
each agent. The training process was guided by the QMIX training algorithm [38].

For the distributed execution stage, individual agents received local observations of the
environment’s current state. Based on these local observations, each agent made decisions
by selecting actions through its trained local network. This decision-making process
occurred over a temporal scale that was congruent with the rapid fluctuations in small-scale
channel fading, indicating quick responsiveness to dynamic changes in the environment.
By leveraging their local networks and real-time observations, agents effectively adapted
their actions to the ever-changing conditions of the environment, allowing them to navigate
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challenges and fulfill tasks within the temporal context of small-scale channel fading.
Below are the related factors in detail.

4.1. Observation Space, Action and Reward

Mathematically, the interactive process between agents and the environment, whose
transition function is unknown, can be viewed as a Markovian Decision Process (MDP) [39].
St is defined as the current environment state at time step t comprising global channel
conditions and all agents’ actions. Further, the local observation Z(k)

t of agent k is defined as

a result of the local observation function O(St, k), by which Z(k)
t = O(St, k). The observation

space of the observation function includes the following:

• Local Channel Information (I): interference from non-local V2I links over the local V2I
link (current time).

• Local Resource Block Allocation Matrix (Γ): observations of the local resource block
allocation matrix at time t − 1.

• Vector of Remaining Payload of All V2I Links (E): remaining payload sizes for all V2I
links at the current time.

• Remaining Time (V): Remaining time for transmission.

Overall, it renders
O(St, k) = (Et, Vt, Γt−1, It−1). (8)

The formula above represents the concatenation of these four matrices or values into a
single observation vector.

The local observation Z(k)
t+1 of agent k depends on all agents’ actions taken at time step

t defined as a vector At, in which each agent k’s action is denoted by A(k)
t . The action vector

A(k)
t denotes, at time t, the identifiers of the resource blocks allocated by base station k

(agent k) to the vehicles it is linked with, and its length corresponds to the count of vehicles
associated with the base station. The state transition function is expressed in the form
of a conditional probability, P(St+1|St, At), which illustrates the process by which agents
execute actions and engage with the environment, thereby determining the state for the
subsequent time step.

Regarding the reward, it is crucial as it directly impacts the direction of all agents’
updates. The reward is configured according to the formula below, which matches the two
aforementioned optimization objectives:

Rt = ∑
l
(λcCl [x, t] + λd fl(t)). (9)

Herein, λc and λd denote positive coefficients for scaling the dual objectives.
To recap, the first aim is to maximize the sum capacity of V2I links in the network.

This first aim is reflected by the first term in (9), which computes the sum capacity of all V2I
links based on (4). At the same time, the second objective of maximizing the probability of
successful data package delivery is reflected by the second term in (9), where fl(t) for link l
is a segmented function in the following form:

fl =


χ, Vl ≥ 0 and El ≤ 0,

−χ, Vl < 0 and El > 0,

0, otherwise.

(10)

with El denoting the remaining bit size of V2I packets to be transmitted on link l and Vl
denoting the time left for transmission on link l.

The idea behind fl(t) is to specify the rewards for different outcomes of a transmission.
The termination of an episode, which corresponds to a single data packet transmission cycle,
occurs under two conditions: the data packet payload has been completely transmitted
within the stipulated timeframe, resulting in a zero residual amount of El ; the set time limit
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has been reached and there is still payload that has not been transmitted. If a transmission
is completed at any time step t signified by El ≤ 0 within the time constraint V of link l,
a positive constant χ is given as the reward to encourage the actions that led to this outcome
by adding to the return, denoted as Gt, and defined as cumulative discounted rewards by
(11) with a discount rate of γ, which represents the importance of future rewards. On the
other hand, the negative value of χ is rewarded as a penalty to a transmission failure on
V2I link l signified by the condition El ≥ 0 when the transmission time expires (i.e., Vl = 0).

Gt =
∞

∑
k=0

γkRt+k+1, 0 ≤ γ ≤ 1. (11)

Notably, in the scenario of our model, all agents have the same objectives and, hence,
the agents are fully cooperative, collaborating to optimize their individual rewards to
achieve a global optimal return. The value for each agent’s return depends on not only its
own actions A(i)

t , but also on all the other agents’ actions {A(j)
t }i ̸=j.

4.2. Option-Critic Architecture in MARL Scenario

The option-critic architecture was originally proposed in [22]. The original option-critic
was modified and further extended to the problem settings of our MARL communication
resource allocation scenario for vehicular networks. To simplify the training process,
the termination function of options was replaced by setting the selection of new options
at a fixed rate at the beginning of every time step. The extension made on the original
option-critic architecture is a hierarchical structure bearing features of centralized training
and distributed execution for multi-agents. The acquired results in Section 5 show it
to be effective for solving our optimization objectives and enabling the system to adapt
to a highly dynamic environment with various QoS requirements. The key ideas and
formulas related to the option-critic architecture in a multi-agent scenario will now be
delineated as illustrated in Figure 2. Specifically, the upper and lower levels correspond to
the higher-level decision-making for policy allocation and low-level policy execution in
Figure 1, respectively.

AQU , 

Q

Agent 1 Agent 2 Agent n

Policy over options

),,( 111
1 ttt rao  ),,( 222

1 ttt rao  ),,( 1
n

t
n
t

n
t rao ........

Gradients

tr

ts

Environment

TD error

Critic Multi-switch

Upper level

Lower level

Figure 2. Model structure.

The concept of an option is defined as a temporally extended action [22]. Each
Markovian option ω ∈ Ω is mathematically expressed as the combination of a set of
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initiation states Iω ⊆ S, an intra-option policy πω that guides the taking of actions before
an option terminates. As with the majority of option learning approaches, it is assumed
that s ∈ Iω for ∀s ∈ S and ∀ω ∈ Ω, which essentially means that all options are available
to be chosen from any initiation state. In our two-level model, options are selected by the
upper layer whose intra-option policies are executed in a distributed manner. The option-
selecting decisions are made centrally based on global state s and the lower-layer agents’
value functions. Then, the lower layer of the model utilizes the given option to guide
resource allocation with local observations as input.

The learning of options stems from the direct optimization of the expectation of the
global return in a form similar to (11) but starts from the appointed state s0 and option ω0
and is the sum of all agents’ reward trajectories:

G =
n

∑
k=0

Eθk ,ωk [
∞

∑
t=0

γtrt+1|sk
0, ωk

0], (12)

Notably, the global return depends on the policy functions, plus the specific intra-
option policies. Thus, the gradients of the optimization objective concerning the parameters
of the intra-option policies θ need to be derived. To perform this, the corresponding option-
value function for an MDP endowed with a set of options (i.e., a Semi-Markov Decision
Process) is firstly found as

QΩ(s, ω) = ∑
a

πω,θ(a|s)QU(s, ω, a), (13)

where a stands for the lower-level actions and QU represents the value function of conduct-
ing an action under the guidance of option ω, producing a local observation in a certain
state s. The mathematical expression for QU is

QU(s, ω, a) = r(s, a) + γ ∑
s′

Prob(s′|s, a)U(ω, s′), (14)

The gradient of the expected discounted return for the parameters of the intra-option
policies θ can then be computed to be

∂QΩ(s, ω)

∂θ
=(∑

s,ω

∞

∑
t=0

γtProb(st = s, ωt = ω|s0, ω0))·

(∑
a

∂πω,θ(a|s)
∂θ

QU(s, ω, a)).
(15)

In our multi-agent model, employing the option-critic architecture means using a local
network for each agent representing the option value function Qk

Ω(ok, ak) as the critic used
in both the training and execution phases, and the intra-option policy ωk as the actor.

4.3. Learning Algorithm and Training Setup

We then designed the execution and training steps of the algorithm. Following the
previous methods of resource allocation in vehicular networks [40–42], we set a data
packet transmission task as an episode and set the maximum transmission time duration
as the maximum time step for each episode. It is worth mentioning that, for the sake of
easier comparison with previous methods, we adopted the same execution and training
framework and a similar MDP transition process. However, the multi-agent option-critic
reinforcement learning algorithm designed in this paper is an innovative hierarchical
reinforcement learning strategy that incorporates the particularities of the vehicular net-
work environment, enabling it to adapt to rapidly changing environments and efficiently
generate corresponding resource selection plans.

At the commencement of every episode, the process is initiated by resetting the state
of the environment and configuring the payload size to a designated value, denoted as E,
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to facilitate transmission. This setup remains effective until the progression of steps within
the episode reaches the maximum predefined threshold. The alteration in the resource
allocation state leads to variations in the small-scale channel fading phenomenon [43],
consequently instigating a transformation in the environmental state and prompting each
individual agent to adapt their resource allocation strategies accordingly. The training
procedure is summarized in Algorithm 1.

Algorithm 1: Resource allocation based on multi-agent option-critic reinforcement learning

Start environment simulator, generating vehicles and links
Initialize option-critic network for all agents and overall Q network randomly
for each episode do

for each step t do
for each base station agent k do

Observe O(k)
t

Select option ω
(k)
t based on upper level policies

Choose action A(k)
t from O(k)

t and ω
(k)
t according to ϵ-greedy policy

end for
All agents take action and receive reward Rt
Update channel small-scale fading
All agents calculate TD loss and update value function QU(s, ω, a)
Store (Ot−1, At−1, Rt−1, Ot, ωt−1) in the buffer
if the buffer length is greater than the threshold value then

Update the upper-level and low-level networks using Monte-Carlo sampling
end if

end for
end for

In our proposed framework, the challenges associated with resource allocation in net-
works composed of homogeneous base stations are effectively addressed. These challenges
include managing shared spectrum resources and mitigating mutual coupling among
base stations. To tackle these issues, it is crucial to obtain a comprehensive view of the
global state through the cooperation of multiple agents. The policy network component,
situated in the upper tier, plays a pivotal role by centralizing the environmental status
data collected by individual base stations. This centralized approach facilitates collective
decision-making, ensuring that optimal options are selected for each base station based on
a holistic understanding of the network environment.

Simultaneously, the lower tier of agents is tasked with managing diverse commu-
nication demand patterns and implementing collaborative resource allocation methods
through decentralized decision-making. In this tier, each base station makes specific de-
cisions derived from the options provided by the upper tier. After these decisions are
made, the network is updated with global rewards, reflecting the outcomes of the decisions.
To support this dual-tier decision-making process, a multi-agent hierarchical reinforcement
learning algorithm grounded in the option-critic framework is employed. This algorithm is
designed to train multiple agents, aligning with the decision-making modules of each base
station. By leveraging this sophisticated learning approach, our framework ensures effi-
cient and effective resource allocation across the network, enhancing overall performance
and reliability.

During the execution phase, at each time step t, each agent k estimates local channels
and then generates a local observation for selecting an action, At(k), with the maximum
action value according to its trained hierarchical Q-network. Then, vehicular users use the
allocated resource to download data from the connected base station.
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5. Simulation Results
5.1. Simulation Environment Setup

This section presents the experiment settings and training results of the proposed
method for vehicular network resource allocation in comparison with the following three
baseline methods:

(1) Deep deterministic policy gradient (DDPG) baseline, which uses the same actor-
critic network for every agent as in single-agent environments. A replay buffer is used for
storing past experience, allowing the algorithm to benefit from learning across a range of
past states and actions, improving sample efficiency.

(2) Multi-agent deep deterministic policy gradient (MADDPG) baseline in which each
agent is treated as a separate learner with its own critic but can share some information
with other agents. Specifically, each agent’s critics are centralized, meaning they have
access to the actions and states of all agents in the environment, but the agents’ actors are
decentralized, meaning an agent’s actor only has access to its own state.

(3) QMIX baseline, which uses a monotonic central joint action-value function for
all agents representing the total value of all combined actions of the agents given their
collective state.

The simulation environment is self-defined in Python mainly to specifically define
modeling parameters for the channel interference effects between V2I links. The parameters
and environment setup for the experiments follow those advised by Annex A of 3GPP TR
36.885 [44] regarding the evaluation methodology for studying V2I link-level performance.
The main parameters related to the environmental definition and antenna transmission
specifications are listed in Table 2.

Table 2. Experiment parameters.

Index Value

V2I links M 9
Carrier freq. 2 GHz
Bandwidth 4 MHz

Base station antenna height 25 m
Base station channel gain 8 dBi

Base station receiver noise figure 5 dB
Vehicle antenna height 1.5 m
Vehicle channel gain 3 dBi

Vehicle receiver noise figure 9 dB
Absolute moving speed v 15 m/s

V2I transit power Pc 23 dBm
Noise power σ2 −114 dBm

Time constraint of payload transmission T 100 ms

5.2. Results Analysis

Regarding the results, Figure 3 illustrates the changing of the average reward during
six training experiments. Darker curves of different colors are the average of the baselines
and the proposed method, whereas their margins indicate the variance among the multiple
experiments conducted. Here, average reward refers to the sum of rewards received
by the agent(s) over a training episode and divided by the number of time steps in an
episode. The training processes were executed with different setups of training parameters.
Specifically, OPT indicates the number of options learned, BS indicates the number of base
stations used, VPB suggests the number of vehicles that can be connected per base station,
RB represents the total number of resource blocks, and lastly is the packet size, represented
by P.

From Figure 3, it can be seen that the proposed method achieves a higher value of
average reward faster than the other baseline methods in all different setups of the training
environment, showing its superiority in stable convergence. By further comparing the



World Electr. Veh. J. 2024, 15, 253 15 of 22

curves of the proposed method in Figure 3a,b, it can be seen that with other parameters
being the same, having more available options results in a faster increase in reward, which
can be viewed as proof of more options offering more flexibility in dealing with more
diverse dynamics in the environment. By comparing Figure 3c,d, it can be seen that with
the same setting of the number of base stations, resource blocks, connectable vehicles per
station and the number of available options, a bigger packet size resulted in larger volatility
during training. This difference suggests that the transmission of bigger packets is harder
to complete, which hinders efficient communication in the network overall.
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(d) OPT = 4, BS = 4, VPB = 4, RB = 6, P = 350 KB

Figure 3. Training curves of the four experimental methods under different environmental setups.

To further investigate the influence of different training parameters, two other evalua-
tion metrics in addition to rewards were used as listed below:

(1) Success rate: the average of the completed data transmission amount in total initiated
transmissions. The calculation of the complete rate in one step of an episode follows
Equation (16):

η =
C

C + U
(16)

where η represents the complete rate reflecting the proportion of completed transmis-
sions C in the total initiated transmissions. The total for the initiated transmissions is
calculated by C plus the number of uncompleted transmissions U.
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(2) V2I rate: the average of the V2I transmission speed, which is measured by the unit
Mbps.

The influence of packet size on the performance of the proposed method and the
baseline methods was investigated. From Figure 4, it can be seen that as the packet size
increases, all three positive metrics tend to decrease, but the proposed method shows the
overall best performance across all three metrics used among all experimental methods,
relying on its more intricately designed hierarchical architecture and the learning of more
policies for different situations.

The observed decrease in performance metrics with larger packet sizes among all
methods may be due to several factors. Firstly, larger packets are inherently more chal-
lenging to transmit completely within a limited time frame of 100 steps, likely leading to
increased packet loss or delays. Furthermore, the transmission of larger packets typically
consumes a resource block for a more extended period, reducing the flexibility in resource
allocation. This extended occupation of resources can result in increased interference
among concurrent transmissions, further degrading performance.
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(a) Average reward vs. packet size.
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(b) Average success rate vs. packet size.
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(c) Average I2V rate vs. packet size.

Figure 4. Results showing the influence of different packet sizes on reward, transmission success rate
and speed. Other parameters are set as OPT = 3, BS = 4, VPB = 4, RB = 6.
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Next, the influence of the number of resource blocks on three metrics was explored as
depicted in Figure 5. The general trend is that as the number of resource blocks increases,
the three positive metrics also reflect better performance for all methods.
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(a) Average reward vs. resource blocks.
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(b) Average success rate vs. resource blocks.
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(c) Average V2I rate vs. resource blocks.

Figure 5. Results showing the influence of different numbers of resource blocks available on reward,
transmission success rate and speed. Other parameters are set to be OPT = 3, BS = 4, VPB = 4, RB = 6.

However, this correlation introduces a subtle interaction among the diverse methodolo-
gies implemented in this study. Notably, when the number of resource blocks is below six,
the disparities in performance metrics among the tested methods are minimal, indicating a
relatively consistent performance across methods under restricted-resource circumstances.
This situation evolves as the resource blocks increase to seven. At this stage, the differences
in effectiveness between each method become more evident, with the suggested approach
notably surpassing others, signifying its superior scalability and efficiency in utilizing
additional resources.

The performance superiority of the proposed approach is further emphasized as
the resource blocks reach eight. It is at this juncture that the increase in the average
reward, average success rate and V2I transmission rate starts to level off, suggesting a
reduced benefit from the incremental allocation of resource blocks. This occurrence implies
an optimal threshold beyond which additional resources do not result in proportional
performance enhancements.

In sum, the experimental results shown in Figure 5 indicate a strategic turning point
in resource allocation, where the efficacy of extra blocks starts to stabilize, and, potentially,
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further allocation could lead to inefficiencies in resource utilization. Thus, when the number
of resource blocks is relatively limited, the performance disparity among various methods
is not substantial, reducing the significance of selecting one method over another. Never-
theless, as resources expand, choosing an optimal method becomes crucial for maximizing
performance efficiency, with the proposed approach demonstrating particular potential in
achieving the most favorable results across all assessed metrics.

Lastly, the relationship between packet size, the number of options learned and the
performance metrics was investigated. Specifically, experiments were conducted with a
varying range of one to five for the number of options and from 200 KB to 350 KB for
packet size.

The trends reflected by the results shown in Figure 6 across all three positive metrics
are consistent. Specifically, for smaller packet sizes, such as 200 KB and 250 KB, the perfor-
mance of the proposed method initially improves as the number of options increases up
to three. However, a further increase in the number of options beyond this point leads to
a deterioration in performance. This indicates that while a moderate increase in options
enhances the system’s adaptability and efficiency, an excess may lead to complexity that
outweighs these benefits, potentially due to overfitting or increased decision-making time.
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Figure 6. Results of experiments on the influence of option quantity and packet size on the perfor-
mance of the proposed method. (a) Average reward vs. number of options learned and packet size.
(b) Average success rate vs. number of options learned and packet size. (c) Average V2I rate vs.
number of options learned and packet size.
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Conversely, for larger packet sizes of 300 KB and 350 KB, there is a consistent improve-
ment in performance as the number of options increases, even up to the maximum tested
value of five. This trend suggests that larger packet sizes, which introduce more complexity
into the network environment, require a broader range of strategies to maintain effective
transmission rates. The increased number of options likely provides a more nuanced set of
strategies that agents can use to adapt to the challenges presented by larger data packets.

In sum, these observations imply two critical insights: firstly, the incorporation of
multiple learning options enhances the adaptability of agents to their operational environ-
ment. This adaptability is crucial for optimizing performance, particularly under varying
network conditions and demands. Secondly, the complexity introduced by larger packet
sizes necessitates a more flexible and strategic approach to option learning. The need
for a diverse set of options becomes more pronounced as the environmental complexity
increases, highlighting the importance of a scalable and versatile learning framework in
managing network performance effectively.

Overall, the presentation of results indicates that the best training configuration is
achieved with a moderate number of options (three) and a smaller packet size (200 KB to
250 KB). This configuration consistently yields the highest average reward, success rate
and V2I transmission rate, demonstrating superior adaptability and efficiency in dynamic
vehicular network environments.

6. Discussion

This article offers a comprehensive analysis of the option-critic framework’s impact on
spectrum resource allocation optimization using MARL in down-link vehicular networks
that consist of multiple base stations and vehicles. This study assessed the effectiveness of
the proposed method by examining its influence on both the reward curve and the transmis-
sion completion rate, comparing it with two fundamental baseline methods, epsilon-greedy
and random. These findings provide basic but valuable insights into the potential of
the option-critic framework to enhance spectrum management in autonomous vehicular
communication systems within the context of 5G networks.

In contemporary research trends within the field of vehicular communication systems,
there is a growing interest in employing advanced techniques like MARL to address
the complex challenges posed by autonomous driving and the widespread adoption of
5G networks. These trends reflect the recognition of the imperative need for intelligent
spectrum allocation methods to facilitate the reliable and efficient communication required
for the safe operation of autonomous vehicles. Furthermore, research in MARL is gaining
momentum due to its capacity to model intricate, dynamically changing environments with
multiple decision-making agents, which aligns seamlessly with the inherently decentralized
nature of vehicular networks.

Looking forward, there exist several avenues for further exploration and improve-
ment in the domain of spectrum allocation optimization for vehicular networks. These
include investigating how reinforcement learning algorithms perform under diverse traffic
conditions, network densities and interference scenarios. Particularly, future research can
focus on using the option-critic framework in an MARL setting for heterogeneous networks
(HetNets) and consider the addition of V2V links in the network composition to approxi-
mate more complicated application scenarios. Regarding the algorithm itself, the current
design uses a single critic for all agents, which is a setting with other potential alternatives
that may render better performance. For example, as inspired by the traditional notion
of centralized training and distributed execution, it can be designed that each agent has a
private individual option critic for a distinct set of options. All option critics can be trained
centrally to allow for the acquisition of global state information in the training stage and
execution in a distributed manner in the execution stage. In this way, if the experiments
were to be conducted in an environment with more specific regional conditions for agents
at different locations, intuitively, the use of individual option critics and the learning of
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a distinct set of options for each agent could be more pertinent to the specific regional
requirements posed by the local environment an agent is in.

7. Conclusions

The results of our experiments suggest that the option-critic framework holds promise
for spectrum allocation optimization. Notably, the reward curve illustrates the framework’s
ability to enhance resource allocation efficiency when compared to baseline methods.
Additionally, the transmission completion rate, a critical metric in vehicular networks,
displays positive trends when the option-critic framework is employed. Our findings
underscore the potential of option-critic reinforcement learning to effectively adapt to the
dynamic and evolving nature of the vehicular environment. This adaptability, in turn,
enhances communication quality and spectral efficiency, which are vital factors for the
success of autonomous vehicular communication systems.

To sum up the work in this paper, a resource allocation algorithm based on the
option-critic architecture named multi-agent option-critic is formulated within the context
of multi-agent deep reinforcement learning for vehicular networks featuring homoge-
neous base stations in down-link application scenarios. By conceptualizing base stations
as autonomous agents arranged with hierarchical structures, collaboration strategies are
synthetically integrated during the training stage among base stations with intricate re-
source allocation mechanisms occurring within individual base stations. The proposed
approach also embraces a dual-stage process of implementation for the multi-agent option-
critic framework encompassing centralized training and distributed execution. Ultimately,
the effectiveness and significance of our algorithm in contrast to the DDPG baseline, the
MADDPG baseline and the QMIX baseline methods are demonstrated empirically. Our
methodology demonstrates superior performance compared to the standard methods in
terms of the stability of training average reward convergence and the success rate of trans-
mission. Furthermore, experiments with control variables show the increased adaptability
of our proposed approach to changing environmental conditions. Furthermore, prospective
investigations may delve into the refinement of resource allocation algorithms in HetNets
situated in more intricate environmental conditions using a combination of simulation plat-
forms, such as NS3 with Carla, while also incorporating V2V links into the environmental
settings to enhance the generality of the considered scenarios.
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