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Abstract: The increasing adoption of batteries in a variety of applications has highlighted the
necessity of accurate parameter identification and effective modeling, especially for lithium-ion
batteries, which are preferred due to their high power and energy densities. This paper proposes
a comprehensive framework using the Levenberg–Marquardt algorithm (LMA) for validating and
identifying lithium-ion battery model parameters to improve the accuracy of state of charge (SOC)
estimations, using only discharging measurements in the N-order Thevenin equivalent circuit model,
thereby increasing computational efficiency. The framework encompasses two key stages: model
parameter identification and model verification. This framework is validated using experimental
measurements on the INR 18650-20R battery, produced by Samsung SDI Co., Ltd. (Suwon, Republic
of Korea), conducted by the Center for Advanced Life Cycle Engineering (CALCE) battery group at
the University of Maryland. The proposed framework demonstrates robustness and accuracy. The
results indicate that optimization using only the discharging data suffices for accurate parameter
estimation. In addition, it demonstrates excellent agreement with the experimental measurements.
The research underscores the effectiveness of the proposed framework in enhancing SOC estimation
accuracy, thus contributing significantly to the reliable performance and longevity of lithium-ion
batteries in practical applications.

Keywords: lithium-ion battery; parameter identification; Levenberg–Marquardt algorithm; battery
modeling; electric vehicles; multi-order model

1. Introduction

Lithium-ion batteries (LIBs) are considered the cornerstone of modern-world technol-
ogy, as they are characterized by high energy and power density, efficiency, a long lifespan,
low self-discharge, and a fast charging capability, and are relatively lightweight [1–3]. These
attributes make LIBs essential for a variety of applications, including mobile devices, renew-
able energy storage, and electric vehicles [4,5]. As technology advances, the importance
of accurately simulating and modeling these batteries becomes evident. However, the
development of precise physical models that accurately capture the intricate internal static
and dynamic processes of LIBs is a challenging task. In practical applications, the effec-
tiveness of battery management systems (BMSs) heavily relies on the accuracy of battery
models to monitor SOC and predict state of health (SOH), as these critical states are usually
immeasurable and must be estimated from model-based algorithms [6].

To enhance the resilience and safety of electric vehicles (EVs), it is imperative to con-
sider the properties of lithium-ion batteries. Accurately identifying the model parameters of
these batteries can significantly improve the effectiveness of battery management systems
by facilitating condition monitoring and fault diagnosis. Battery models are categorized
into the following three types, each of which will be discussed in detail below: black-box
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models [7], equivalent circuit models [8], and electrochemical models [9,10]. Each cate-
gory underpins both theoretical analysis and practical application, thereby facilitating the
development of advanced battery management systems [11].

The electrochemical model provides an in-depth understanding of the internal reaction
mechanisms of batteries from an electrochemical standpoint, highlighting the significance
of its parameters. Despite its detailed accuracy, the model’s complexity and the large
number of parameters make it challenging to apply in electric vehicle simulations or battery
management systems, especially with varying battery materials [12].

Recent advances in machine learning (ML) and data-driven techniques have signifi-
cantly impacted various electrical engineering applications, including model parameters
calibration [13–15], anomaly detection [16,17], oscillation localization [18,19], spoofing de-
tection [20], and SOC estimation across various operational states [21]. By utilizing neural
networks (NNs), the black-box model effectively addresses the high nonlinearity of internal
parameters in lithium-ion batteries during reactions, capitalizing on the networks’ robust
self-learning abilities. However, the model’s accuracy is closely tied to the quality and
availability of training data, which limits its adaptability [22,23].

The equivalent circuit model (ECM) effectively describes the voltage characteristics of
lithium-ion batteries during charge and discharge cycles by modeling the battery as a circuit
configuration, with components including resistors, voltage sources, and Resistor Capacitor
(RC) networks, thereby capturing the battery’s dynamic and static properties. This method
emphasizes characteristics, like open circuit voltage, and internal resistances sidestepping
the intricate internal electrochemical examinations needed in alternative models [24,25].
The ECM distinguishes from electrochemical and data-driven models by offering distinct
advantages: it is flexible in several battery types, can be represented mathematically, and
its parameters are easier to identify than for other models [26]. The ECM is categorized
into two main types: fractional order models and integer order models [27]. Integer order
models encompass various configurations, including the Rint model [28], the Thevenin
model [29], the Partnership for a New Generation of Vehicle (PNGV) model [30], and
multi-order models [31].

Different studies have systematically explored parameter identification for lithium-ion
batteries, with the different optimization methodologies broadly categorized into four
categories [32]. The first category is meta-heuristic optimization methods, such as the
genetic algorithm and particle swarm optimization, which have been widely used for the
identification of parameters in battery modeling due to their flexibility and robustness.
However, these methods require high levels of computational power and, in most cases,
their convergence rate is comparatively slow [33,34]. In contrast, least squares methods
are preferred due to their simplicity, efficiency, and fast convergence, which is suited for
real-time applications [35]. The second category is least squares methods, which include
both linear and nonlinear approaches. This category is widely used due to their highly
computationally efficient nature and ease of implementation [35]. These techniques are very
useful when the rapid approximation of parameters is required, for example in real-time
systems monitoring and control [36,37]. First-order ECMs with hysteresis are developed
in [38], utilizing the Levenberg–Marquardt algorithm for parameter identification. Similarly,
a first-order ECM using recursive least squares (RLS) and recursive total least squares (RTLS)
was developed in [39] to enhance the performance of battery ECM parameter identification.
Meanwhile, the work in [36] investigated a second-order ECM model, introducing a novel
variable recursive least squares (VRLS) algorithm, and compared it with RLS and adaptive
forgetting factor recursive least squares (AFFRLS) methods. In their study, their findings
highlighted that VRLS offered a high accuracy, compared to other methods, and further
recommended to integrate VRLS with advanced algorithms to enhance the evaluation of
battery state the of health/charge. In addition, the work in [40] utilized a very efficient RLS
algorithm to obtain battery measurement outliers, which also demonstrated its applicability
in the real world [40]. The third category is analytical equations, which present a direct
and mathematically precise approach for parameter estimation, as they provide a set
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of equations based on the fundamentals of the physical and chemical properties of the
battery. This method is particularly valuable in theoretical studies and detailed computer
modeling, since it imposes a high demand on a understanding of the batteries’ operation. It
assists the researchers with fine-tuning and managing the various variables in an accurate
manner, thereby enabling the researchers to gain insights into batteries’ behaviors under
various circumstances [41,42]. The fourth, and last, category is the Kalman filter-based
algorithm; this category is effectively capable of tracking the battery system’s dynamic
state under an uncertainty condition. They are suitable for real-time prediction due to
their fast response when updating the new set of data, which allows them to be employed
in electric vehicle batteries, specifically for estimating the state of charge [43,44]. The
following studies utilized the Kalman filter for parameter identification: in [45], the authors
described an approach to estimate the lithium-ion battery temperatures using an electro-
thermal model and an extended Kalman filter instead of additional sensors. The method’s
effectiveness and feasibility were validated through both simulations and experimental
tests. The work in [46] presented a reduced-order model of an electrochemical battery for
online control systems, as this method integrated frameworks of porous electrodes and
concentrated-solution theory.

A sigma-point Kalman filter was used to manage inaccuracies, accurately predicting
internal variables, voltage, and SOC across various temperatures and operational states.
In [47], an adaptive unscented Kalman filter is developed using an extended single-particle
model to estimate lithium-ion battery states beyond state of charge, including concen-
trations and potentials. This approach, validated both experimentally and numerically,
is crucial for enhancing safety and managing degradation in real-time battery manage-
ment systems.

In this work, we propose a new framework for battery modeling and parameter
identification using hybrid optimization approach. This framework has been verified on
INR 18650-20R Battery. The main contributions of this study are summarized as follows:

1. We developed and implemented a new robust framework for model validation and
parameter identification for lithium-ion batteries, leveraging a hybrid optimization
approach that combines the Gauss–Newton algorithm and gradient descent technique,
the so-called Levenberg–Marquardt algorithm.

2. This framework effectively balances the precision of Gauss–Newton with the robust-
ness of gradient descent, making it particularly valuable for parameter identifica-
tion problems.

3. This framework has been verified using experimental measurements on the INR
18650-20R battery, conducted by the Center for Advanced Life Cycle Engineering
(CALCE) battery group at the University of Maryland.

4. This work presented a comprehensive comparative study between various types of
models, specifically first-, second-, and third-order models.

The remainder of this article is organized as follows: Section 2 provides a brief theo-
retical overview of battery modeling and parameterization. The proposed methodology
is outlined in Section 3. Section 4 details the experimental methodology. A summary of
the main numerical results is presented in Section 5. Finally, the conclusions are drawn in
Section 6.

2. Battery Modeling

To ensure the stability and accuracy of lithium-ion battery models and enhance battery
management systems performance, it is essential to accurately predict battery behavior
under various operating conditions by establishing mathematical relationships among
the characteristics of the batteries parameters, comprising capacitance, internal resistance,
open-circuit voltage (OCV), and SOC [48]. To facilitate a better understanding of this
model, it is essential to recognize that the ECM fundamentally characterizes a battery by
employing a combination of electrical components that simulate its behavior. The battery
can be conceptualized as a complex system, where elements such as resistors and capacitors
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interact to represent the charging and discharging processes. By accurately modeling
these interactions, the ECM enables the prediction of battery performance under varying
conditions, which is critical for the optimization of battery management systems in practical
applications. In this study, we employ the N-order Thevenin RC equivalent circuit model
depicted in Figure 1, which includes an OCV, a series resistance (R0), and a parallel R1C1
to RnCn network to capture transient responses. The variable n represents the number of
parallel RC branches, considering the order of the ECM [49,50].

Figure 1. ECM of the Li-ion battery model that consists of N pairs of resistors and capacitors connected
in parallel, using Thevenin’s method.

The proposed approach in this work involves expressing the model parameters as
functions of the SOC to capture the dynamic characteristics of the battery. Three battery
models were established and tested in this work, namely the first-order model, the second-
order model, and the third-order model. The first-order model is a simple representation,
while the second- and third-order models have more RC branches to characterize the
transient response. To find the dependencies of SOC and model parameters, experimental
data are gathered, which are then used to parameterize the models [51]. In this case, when
comparing these models, the goal is to identify a model that balances complexity and
accuracy, providing valuable insights for the development and enhancement of battery
management systems and then reflecting on the measurement of the SOC and SOH [52].

When analyzing the electrical behavior of the ECM of a battery, we apply Kirchhoff’s
laws to derive the fundamental equations. The following are the basic equations for the
voltage and currents and the internal parameters of the battery. Therefore, the total voltage
Vt across the battery is given by [53], as follows:

Vt = OCV − I(t)R0 −
N

∑
i=1

Vi (1)

where OCV represents the open-circuit voltage of the battery, I(t) denotes the passing
current in the circuit, R0 represents the series resistance, and Vi refers to the voltage across
the parallel i-th RC branch. The voltage (Vi) across the capacitor (Ci) in each parallel i-th
RC branch changes over time, as shown in the following equation:

Vi(t) = Vi(0)e
− t

RiCi +

(
1 − e−

t
RiCi

)
×I(t)Ri (2)

where Vi(0) is the initial voltage across the capacitor at t = 0, and RiCi = τi, where
τi represents the time constant for the parallel i-th RC branch. To capture the transient
response of the battery, first-order, second-order, and third-order models were developed.
Each model has a different number of RC branches, which provide different levels of
accuracy when representing the battery’s dynamics [48,51,53,54]. The following equations
govern the three types of ECMs for N, ranging from one to three, as follows:
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First-Order Model (N = 1):

Vt = OCV − I(t)R0 − V1 (3)

V1(t) = V1(0)e
− t

R1C1 +

(
1 − e−

t
R1C1

)
×I(t)R1 (4)

Second-Order Model (N = 2):

Vt = OCV − I(t)R0 − V1 − V2 (5)

V1(t) = V1(0)e
− t

R1C1 +

(
1 − e−

t
R1C1

)
×I(t)R1 (6)

V2(t) = V2(0)e
− t

R2C2 +

(
1 − e−

t
R2C2

)
×I(t)R2 (7)

Third-Order Model (N = 3):

Vt = OCV − I(t)R0 − V1 − V2 − V3 (8)

V1(t) = V1(0)e
− t

R1C1 +

(
1 − e−

t
R1C1

)
×I(t)R1 (9)

V2(t) = V2(0)e
− t

R2C2 +

(
1 − e−

t
R2C2

)
×I(t)R2 (10)

V3(t) = V3(0)e
− t

R3C3 +

(
1 − e−

t
R3C3

)
×I(t)R3 (11)

where R1C1 = τ1, R2C2 = τ2, and R3C3 = τ3, which represent time constants for different
parallel RC branches. These time constants, along with the resistors R0, R1, R2, and R3,
are unknown parameter values. By using the LMA and experimental data provided by
the CALCE group, the values of these parameters are determined. The battery is then
dynamically simulated under various operating conditions, revealing insights into its
efficiency and performance. The obtained parameters are validated on a different set
of data to ensure their accuracy. These details will be discussed in more depth in the
following section. Incorporating the SOC dependency into the ECM, particularly within
the Thevenin model, provides a more accurate representation of the battery’s behavior in
real-world applications.

3. Methodology

The proposed framework validates the battery models and optimizes the inaccurate
model parameter values. As illustrated in Figure 2, the proposed framework consists of
several components, as follows:

1. Model Verification: This step involves validating the battery model by comparing the
simulation results to lab experimental measurements. The model will be verified if it
matches accurately with simulation data, and ensures that the model parameters are
accurately tuned.

2. Model Parameter Identification: In this step, the LMA is utilized, to obtain and opti-
mize the model parameters. If the simulation results match well with the experimental
lab measurements, the model is verified, and there is no need for this step.

In the following subsections, we will thoroughly explore the Levenberg–Marquardt
algorithm and the evaluation criteria, both of which are integral to the framework.
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Figure 2. The proposed framework for battery model verification and parameter identification.

3.1. Levenberg–Marquardt Algorithm (LMA)

The LMA is a powerful and versatile optimization technique extensively used in
various scientific and engineering domains, particularly for solving complex non-linear
least squares problems [55,56]. In the context of battery modeling, where accurate parameter
identification is critical for predicting the behavior of lithium-ion batteries under different
operating conditions, the LMA serves as an essential tool.

Battery models, like the ECM employed in this study, rely on the accurate estimation
of parameters such as internal resistance, capacitance, and open-circuit voltage (OCV) to
simulate the dynamic behavior of a battery [57]. However, these parameters are often
difficult to determine directly from experimental data, due to the non-linear nature of
battery systems. This is where the LMA plays a crucial role.

The LMA is a hybrid optimization method that combines the advantages of the Gauss–
Newton algorithm and gradient descent [58]. The Gauss–Newton algorithm is known
for its rapid convergence when dealing with problems where the function can be well-
approximated by a linear model near the optimal point. However, it can be sensitive to
initial estimates and may fail to converge for more complex, non-linear problems. On the
other hand, gradient descent is more robust and can navigate the complex error surface of
non-linear problems, but often at the cost of slower convergence [59].

By integrating these two methods, the LMA achieves a balance between convergence
speed and stability. It adjusts the step size during iterations by introducing a damping
parameter that controls the influence of the gradient descent method versus the Gauss–
Newton approach [60]. This dynamic adjustment is particularly useful for battery modeling,
where the non-linear relationships between parameters and the SOC can lead to challenging
optimization landscapes.

In practical terms, applying the LMA to battery modeling allows for the iterative
refinement of model parameters, ensuring that the simulated battery behavior aligns
closely with real-world experimental data. This alignment is vital for the development
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of accurate and reliable BMSs, which depend on precise models to monitor and control
battery performance, extending the lifespan and safety of lithium-ion batteries in various
applications [61].

The following section provides a detailed explanation of the LMA mathematical
foundations and its specific application within our proposed framework for optimizing
the ECM parameters in this study. This includes the derivation of the update equations,
the role of the damping parameter, and the iterative process that leads to the convergence
of the model parameters. We assume that V(x) is the objective function to be minimized,
where x is the parameter vector. The goal is to find the parameter values that minimize this
function. The update rule can be expressed as follows [58,62]:

xk+1 = xk −
[
∇2V(x)

]−1
∇V(x) (12)

where ∇2V(x) represents a Hessian matrix, while ∇V(x) denotes the gradient matrix.
Therefore, V(x) is assumed to be a sum of squares function, as expressed in the next
equation, which follows:

V(x) =
n

∑
i=1

e2
i (x) (13)

where e(x) is the difference between the target and the network output. Then, the following
can be shown:

∇V(x) = JT(x)e(x) (14)

and
∇2V(x) = JT J + S(x) (15)

The Jacobian matrix J(x) is as follows:

J(x) =


∂e1(x)

∂x1

∂e2(x)
∂x2

· · · ∂en(x)
∂xn

∂e2(x)
∂x1

∂e2(x)
∂x2

· · · ∂e2(x)
∂xn

...
...

. . .
...

∂en(x)
∂x1

∂en(x)
∂x2

· · · ∂en(x)
∂xn

 (16)

and

S(x) =
n

∑
i=1

ei(x)∇2ei(x) (17)

The Gauss–Newton method assumes that S(x) = 0, leading to the following update
equation:

xk+1 = xk −
[

JT(x)J(x) + µk I
]−1

JT(x)e(x) (18)

The Levenberg–Marquardt modification to the Gauss–Newton method introduces
a damping parameter µk to control the step size and ensure convergence. The modified
update rule is as follows:

xk+1 = xk −
[

JT(x)J(x) + µk I
]−1

JT(x)e(x) (19)

xk+1 = xk − [H(x) + µk I]−1∇V(x) (20)

In this algorithm, the parameter µk usually starts at 0.01. If a step results in an increased
V(x), the significance of µk is increased by a factor of 10. Conversely, if V(x) decreases, µk
is divided by 10. In this technique, the adjustment of µk allows the algorithm to switch
between the rapid convergence of the Gauss–Newton method and the stability of gradient
descent, ensuring robust performance across various optimization problems.
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3.2. Evaluation Criteria

In this work, the root mean square error (RMSE) and mean absolute error (MAE) were
utilized as metrics to measure the difference between the experimental measurement and
simulation measurement. These formulas are defined as follows:

RMSE =

√√√√ 1
K

K

∑
k=1

(
VExp[k]− VSim[k]

)2 (21a)

MAE =
1
K

K

∑
k=1

∣∣VExp[k]− VSim[k]
∣∣ (21b)

where K is the total number of samples and VExp[k] and VSim[k] are the experimental
measurement and simulation measurement at time k, respectively. Together, RMSE and
MAE provide a comprehensive evaluation of the proposed approach performance [63].

3.3. Parameter Extraction Process

The parameter extraction in this study was accomplished using the LMA, an iterative
method that effectively combines the strengths of the Gauss–Newton method with gradient
descent. By applying this algorithm to the ECM equations and utilizing the experimental
data provided, we were able to accurately identify the unknown model parameters. In
this context, the battery modeling section, along with the detailed subsections on the LMA
and the evaluation criteria, elaborate on this process. The comparison of simulated models
based on the ECM with experimental data, using RMSE and MAE, was critical in precisely
determining the unknown parameters, ensuring that the model closely aligns with the
real-world performance of the battery.

4. Experimental Methodology

In order to thoroughly identify model parameters and validate the SOC estimation’s
performance for lithium-ion batteries, a comprehensive experimental setup was imple-
mented. This section provides a comprehensive overview of the methodology used to
test INR 18650-20R battery cells, covering the procedures, equipment, and data collection
methods employed to ensure precise and reliable outcomes.

4.1. Experimental Setup

The CALCE battery group [64] conducted experiments using INR 18650-20R battery
cells, which involved discharging the cells with a negative-pulse current, incorporating
a relaxation period at each 10% decrement in SOC. Subsequently, the cells were charged
following the same routine but with a positive-pulse current and a relaxation period of
around two hours [64,65]. This experiment facilitated a detailed assessment of the battery’s
performance across various operating conditions, primarily aiming to identify model
parameters. The specific steps of the test procedure were as follows:

1. An incremental OCV test using negative pulse discharge (PD) or positive pulse charge
(PC) tests:

• C-rate: The pulse charge–discharge tests were conducted using a current cor-
responding to a C-rate of 0.5C [64]. The C-rate is the rate at which a battery is
charged or discharged [66,67]. For example, in our experiments, the rated capac-
ity was 2 Ah, and a C-rate of 0.5C meant the battery was charged or discharged
at half the usual rate, taking two hours to complete. The corresponding charging
or discharging current would be 1 A.

• Pulsing time: The pulsing time refers to the duration of each charge or discharge
pulse [68]. In our experiments, each pulse lasted 12 min, for both the discharging
and charging currents [64].
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• Rest time: Rest time is the period between pulses during which the battery is
allowed to stabilize [68]. In our experiments, the rest time was two hours for
both the discharging and charging currents [64].

• Discharging and charging currents: The current profiles for discharging and
charging are shown in Figure 3 and Figure 4, respectively.

• Temperature: PD and PC tests were performed at a controlled temperature of 25
◦C to ensure consistent and reliable results.

2. Estimation method development: Using PD test results, an estimation method for
OCV–SOC was developed.

3. Method validation: The developed method was validated using results from the
PC test.

Figure 3. Experimental discharging current [64].

Figure 4. Experimental charging current [64].

Figure 5 illustrates the test bench for battery test experiments. Detailed descriptions
of the test bench can be found in [64,65]. The experiments involved testing INR 1865-20R
batteries, which are commonly used in EVs. These batteries have a maximum capacity
of 2 Ah. During the tests, the batteries were placed in a temperature chamber where
the cell temperature was precisely controlled and measured. An Arbin BT2000 system
(Arbin Instruments, College Station, TX, USA) was employed to manage the charging and
discharging processes was employed to manage the charging and discharging processes.

Figure 5. Experimental setup for battery tests [69].
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4.2. Assumptions and Limitations

This study operates under several key assumptions to ensure the validity and applica-
bility of the proposed framework, as follows:

• Nonlinear model behavior: The proposed ECM is inherently nonlinear, with parame-
ters that vary in a stepwise manner with the SOC. This assumption helps the model
accurately capture the dynamic behavior of the battery across different SOC ranges.

• Temperature control: The model assumes that the battery operates under a con-
trolled temperature environment (25 ◦C) during both the charging and discharging
phases. This minimizes the impact of temperature fluctuations on the accuracy of the
model’s parameters.

• Constant discharge rates: The model is based on the assumption of a constant dis-
charge rate during parameter identification. Consistency in discharge rates is crucial
for maintaining the validity of the identified parameters.

The primary limitation of this approach can be summarized as follows:

• Applicability to battery packs: While the model has been validated for a single cell,
extending the proposed method to battery packs introduces challenges, such as man-
aging inter-cell variations, thermal management, and balancing issues. Future work
will focus on refining the model to address these complexities.

• Operating conditions: The model’s performance might be affected by operating condi-
tions not covered in this study, such as extreme temperatures or varying discharge
rates. These factors can introduce non-linearity that is not accounted for by the current
model configuration.

• SOC step-wise variations: The assumption of step-wise changes in model parameters
with SOC, while useful for single-cell analysis, may require refinement when applied
to battery packs where SOC variations are more gradual and influenced by inter-
cell differences.

• Limited experimental data: The parameter identification and model validation were
based on a controlled set of experiments. Expanding the model’s applicability would
require additional data collection under a broader range of conditions, including
different battery chemistries, sizes, operating environments, and varying C-rates.

4.3. Experimental Data

In this study, the INR 18650-20R battery cell was chosen, which is shown in Figure 6.
Data provided by the CALCE battery group [64] highlight its suitability for the experiment.
The chemistry components of the INR 18650-20R are a lithium–nickel–manganese–cobalt
oxide (LiNiMnCo) cathode and a synthetic graphite anode [70–75], and it is renowned
for its robust stability and superior performance. Table 1 shows the characteristics of the
battery as provided by the manufacturer, highlighting its key attributes.

Figure 6. A cylindrical INR 18650-20R cell utilized in this study.
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Table 1. INR 18650-20R Battery Characteristics.

Battery (Parameters) Specifications (Value)

Capacity rating 2000 mAh
Cell chemistry (LiNiMnCo)/Graphite

Weight (without safety circuit) 45 g
Diameter 18.3 mm
Length 64.85 mm

This choice of battery ensures that the experimental results are relevant and applicable
to real-world EV applications. The collected data from the pulse charge–discharge and
incremental OCV–SOC tests provide a robust foundation for developing and validating
model parameter identification methods under varying conditions.

5. Results and Discussion

In this research, we conducted a quantitative evaluation of the proposed approach on
real-world cases to demonstrate its capability to calibrate model parameters and validate
the effectiveness of the proposed algorithm. Specifically, the performance of the LMA was
assessed by applying it to first-order, second-order, and third-order battery models.

After verifying the battery model, it became evident that identifying and optimizing
the model parameters was necessary. During the identification phase, only discharging
measurements were used. The first-order model demonstrated slightly higher error metrics,
with an RMSE of 3.25 × 10−3 and an MAE of 1.20 × 10−3, yet still maintained a commend-
able level of accuracy, as shown in Figure 7. The second-order model achieved an RMSE
of 3.12 × 10−3 and an MAE of 1.10 × 10−3, as shown in Figure 8, reflecting a performance
that, while better than that of the first-order model, was marginally inferior to the third-
order model. The third-order model demonstrated superior performance with an RMSE
of 2.99 × 10−3 and an MAE of 1.10 × 10−3, as shown in Figure 9. This indicates a high
accuracy in fitting the training data. In addition to the accuracy metrics, we also analyzed
the computational efficiency of the models to provide a comprehensive evaluation of their
performance. The time required to estimate the unknown parameters varied significantly
with model complexity. Specifically, the first-order model required 182 min for parameter
estimation, the second-order model required 245 min, and the third-order model required
593 min. This increase in computation time with model complexity underscores the trade-
off between accuracy and computational efficiency; while the third-order model offered
the highest accuracy, it also demanded the most computational resources. This trade-off
is crucial for applications where computational resources are limited or when real-time
performance is essential.

Figure 7. The simulation and experimental comparison results of the Vt described by the first-order
RC equivalent circuit model during the discharge phase.
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Figure 8. The simulation and experimental comparison results of the Vt described by the second-order
RC equivalent circuit model during the discharge phase.

Figure 9. The simulation and experimental comparison results of the Vt described by the third-order
RC equivalent circuit model during the discharge phase.

The specific parameter values for the first, second, and third-order models are pre-
sented in Table 2, Table 3, and Table 4, respectively, providing a comprehensive overview
of their characteristics and performance metrics.

Table 2. The identified parameters of the INR 18650-20R battery for the first-order RC equivalent
circuit model.

SOC (%) OCV (V) R0 (Ω) R1 (Ω) τ1 (S)

100 3.34461 0.01012 0.00127 29.54095
90 3.55692 0.12171 0.02887 514.26424
80 3.59764 0.11864 0.02905 417.01342
70 3.62424 0.11946 0.02609 630.70774
60 3.66142 0.11910 0.00903 647.54580
50 3.74990 0.13143 0.04547 871.84257
40 3.83603 0.11698 0.03373 120.76715
30 3.93572 0.11904 0.02057 166.97654
20 4.04439 0.11716 0.01272 197.77709
10 4.17219 0.10940 0.01502 52.25380

To verify the performance of the optimized battery model, it was evaluated on unseen
data (charging measurements) to assess their generalization capabilities. The first-order
model (Figure 10) had an RMSE of 4.79 × 10−3 and an MAE of 3.5 × 10−3, suggesting it
had the highest error among the three models during verification. The second-order model
(Figure 11) performed better than the first-order model, with an RMSE of 4.69 × 10−3 and
an MAE of 3.4× 10−3, but it was still not as accurate as the third-order model. The third-order
model (Figure 12) showed an RMSE of 4.53 × 10−3 and an MAE of 3.30 × 10−3, indicating
a slight degradation in performance compared to the identification phase. During the
validation phase, we observed a slight increase in both the RMSE and MAE compared
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to the identification phase. This increase, although slight, can be attributed to the differ-
ences between the charging and discharging processes, which introduce varying dynamic
behaviors in the battery. Specifically, while the discharging data were used to optimize
the model parameters, the charging data were employed to validate the model, naturally
resulting in a slight increase in errors due to the distinct operational characteristics of
charging. Despite this, the model maintained a high level of accuracy, showcasing its
robustness and ability to generalize across different phases of battery operation. The results
of the validation phase, including the observed RMSE and MAE values, are summarized in
Table 5. This comprehensive analysis highlights the algorithm’s adaptability and precision
when handling complex modeling challenges.

Table 3. The identified parameters of the INR 18650-20R battery for the second-order RC equivalent
circuit model.

SOC (%) OCV (V) R0 (Ω) R1 (Ω) τ1 (S) R2 (Ω) τ2 (S)

100 3.34503 0.01012 0.00127 29.55413 0.00050 99.99188
90 3.55696 0.12154 0.02862 524.85038 0.00052 99.02569
80 3.59765 0.11845 0.02878 422.61110 0.00052 98.71502
70 3.62425 0.11921 0.02594 645.84416 0.00053 99.66802
60 3.66147 0.11884 0.00885 663.15801 0.00052 98.75966
50 3.74995 0.13118 0.04523 880.13736 0.00054 98.72557
40 3.83607 0.11687 0.03345 120.96445 0.00050 99.34871
30 3.93573 0.11891 0.01992 163.96142 0.00050 99.12357
20 4.04442 0.11680 0.01263 195.55564 0.00050 99.04769
10 4.17220 0.10950 0.01462 53.27939 0.00049 98.63103

Table 4. The identified parameters of the INR 18650-20R battery for the third-order RC equivalent
circuit model.

SOC (%) OCV (V) R0 (Ω) R1 (Ω) τ1 (S) R2 (Ω) τ2 (S) R3 (Ω) τ3 (S)

100 3.34464 0.01012 0.00121 30.01695 0.00047 99.03650 0.00049 501.81983
90 3.55697 0.12121 0.02764 547.68557 0.00130 58.65421 0.00051 483.07006
80 3.59769 0.11794 0.02852 438.47975 0.00148 47.90548 0.00048 552.70953
70 3.62434 0.11903 0.02712 775.23616 0.00162 94.37027 0.00063 374.92226
60 3.66163 0.11848 0.00753 805.27240 0.00148 58.48467 0.00059 187.29149
50 3.74997 0.13007 0.04306 922.65085 0.00180 103.97069 0.00069 288.77664
40 3.83622 0.11585 0.03351 122.17773 0.00098 77.93419 0.00057 120.80545
30 3.93577 0.11797 0.01914 157.44710 0.00091 73.59992 0.00054 203.96416
20 4.04447 0.11585 0.01142 196.78995 0.00084 70.77812 0.00053 180.80653
10 4.17227 0.10830 0.01433 56.73491 0.00049 98.95913 0.00057 187.58836

Figure 10. Terminal voltage prediction for the first-order model during the pulse charging validation
experiment.
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Figure 11. Terminal voltage prediction for the second-order model during the pulse charging
validation experiment.

Figure 12. Terminal voltage prediction for the third-order model during the pulse charging validation
experiment.

Table 5. A comparative analysis of the different model orders during the identification and verifica-
tion phases.

Model Experimental Phase RMSE MAE Identification Time
[Minutes]

First-order model Identification 3.25 × 10−3 1.20 × 10−3 182
Verification 4.79 × 10−3 3.50 × 10−3

Second-order model Identification 3.12 × 10−3 1.10 × 10−3 245
Verification 4.69 × 10−3 3.40 × 10−3

Third-order model Identification 2.99 × 10−3 1.10 × 10−3 593
Verification 4.53 × 10−3 3.30 × 10−3

6. Conclusions

In recent years, the adoption of batteries has expanded significantly across a broad
range of applications. Their capacities vary widely, ranging from a few watts and watt-
hours to several megawatts and megawatt-hours. Among the various types of batteries,
lithium-ion batteries stand out as the most promising option, due to their high power and
energy densities. Consequently, in the last few decades, many models have been proposed
to represent their behavior.

This paper proposed a framework for validating and identifying lithium-ion batteries’
model parameters to enhance the accuracy of SOC estimation by reducing modeling errors
in the N-order Thevenin equivalent circuit model. The proposed framework comprises two
stages: (1) model verification, and (2) model parameter identification. The framework is val-
idated using the lab measurements of the INR 18650-20R battery. The results indicate that
optimizing the battery model using only the charging measurements is sufficient. The sim-
ulation results obtained with the optimized model, using the LMA in MATLAB/Simulink,
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show good agreement with previous experimental results. Although our study focused
on single-cell models, the principles of our method are applicable to battery packs, which
consist of multiple cells connected in series and/or parallel configurations. Future work
will involve extending this method to battery packs, addressing variations in cell charac-
teristics, and incorporating considerations for balancing and thermal management. These
advancements will enhance the scalability and practical applicability of the proposed
modeling framework.
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