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Abstract: The global supply of energy is still tight, even with the rise of renewable energy utilization
and abundant wind energy. More and more large wind farms have been installed globally. As of
2020, China’s total installed capacity accounted for 38.8%, far ahead of other countries. The layout of
horizontal-axis wind turbine (HAWT) arrays in large wind farms poses three main issues: (1) How to
select a site. (2) How to arrange the HAWT arrays to achieve greater power extraction at a specific
wind farm. (3) How to reduce the noise generated by HAWTs. The numerical simulation of a
HAWT wake field generally includes the analytical method (AM), vortex-lattice or vortex particle
method (VM), panel method (PM), blade element momentum method (BEM), generalized actuator
method (GAM), and direct modeling method (DM). Considering the computational cost, this paper
combines DMs and mainly adopts the BEM-CFD coupling method, including uniform and non-
uniform loading of axial force. Forty specially designed numerical experiments were carried out,
which show that: (1) the BEM-CFD method greatly improves the calculation speed within the accuracy
range of a thrust coefficient less than 2.5%, making it very suitable for the calculation of large wind
farm HAWT arrays; (2) for regular HAWT arrays, it is reasonable to choose a 6D spacing in the wind
direction and a 4D spacing in the crosswind direction for simplicity in practice.

Keywords: wind farm; HAWTs array; numerical modelling of wind turbine; blade element
momentum method; BEM-CFD method

1. Introduction

Wind field is a technical term used in environmental impact assessment to evaluate the
inconsistency of local wind speed, direction, and other factors within a region. According
to the causes of wind formation, there are various types of wind including sea–land wind,
water–land wind, valley wind, and the urban heat-island effect [1]. When valley winds
occur, they are often accompanied by a temperature inversion layer [2], and the atmosphere
appears solid state, making it difficult for pollutants to dilute and diffuse. If pollutants are
drawn into the circulating current, they will remain in the valley for a long time, causing
serious air pollution events. In ancient China, there was a sacrificial wind field for the Naxi
ethnic group in Yunnan. In the eyes of the Naxi people, the wind was a symbol of the divine
power of nature, accompanying them like a shadow and always present. The power of the
wind seemed endless. People placed their reverence for nature and their desire to protect
it in wind-worship activities, and also used the power of the wind to transcend death,
allowing a smooth ascent to heaven and return to their ancestors. In the past few decades,
due to global energy shortages, the use of renewable energy has emerged. Wind energy is
a type of renewable energy. More and more large wind farms using wind turbines have
been installed globally. The total installed capacity of wind turbines in various countries
around the world by 2020 is shown in Figure 1, including the sum of onshore and offshore
capacity [3].
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ometry of the wind turbine directly affects the flow field, resulting in a different blade tip-
vortex; the tip-vortex and root-vortex lead to large velocity gradients and extreme turbu-
lence intensity; for a very high tip speed ratio (TSR), the tip-vortex produces a continuous 
vorticity-sheet and a shear-layer. In the far wake, the axial velocity decreases while the 
turbulence intensity increases, which can only indirectly feel the impact of the actual wind 
turbine shape. Turbulence is the main physical process in the far wake of a wind turbine, 
which generally comes from three sources: (1) atmospheric turbulence, coming from the 
roughness of the Earth’s surface and thermal effects; (2) mechanical turbulence, coming 
directly from the wind-turbine blades, nacelle, and tower; (3) wake turbulence, resulting 
from the breaking down of the wind-turbine blade tip-vortex. Turbulence, as an effective 
mixer, can restore velocity-loss and reduce turbulence intensity overall. In the far down-
stream, the velocity deficit becomes approximately axisymmetric, Gaussian and shows 
self-similarity. Wake meandering [4] is a large-scale motion, which is believed to be driven 
by large-scale turbulent structures, and it may further reduce loss of velocity, although it 
greatly increases the fatigue and ultimate load of downstream wind turbines. 

High power wind turbines are usually HAWTs. HAWTs can be divided into micro, 
mini, household, commercial small-scale, commercial mesoscale, commercial large-scale, 
and commercial super-large-scale types according to the diameter of the rotor [5]. The 
HAWT used in this study belongs to the commercial mesoscale type. Some researchers 
have studied the influence of large-scale wind farms on climate conditions and concluded 
that the installation of large-scale wind farms using wind turbines may have changed 
global climate conditions to some extent and had adverse effects on the atmosphere, 
changing surface temperature and rainfall to some extent [6–8]. It is reasonable to assume 
that the flow field of a wind turbine is incompressible, as the wind-speed upstream and 
downstream of a wind-turbine placed in the atmosphere is usually within the range of 5–
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The layout of wind-turbine arrays in large wind farms poses three main issues: (1) How
to select a location; it is necessary to simulate the Earth’s wind field in order to select a
suitable location for arranging wind-turbine arrays. (2) How to arrange a wind-turbine
array to achieve greater power extraction at a specific wind farm. (3) How to reduce the
noise generated by HAWTs. When simulating the wake field of a wind turbine, there
is a significant difference between the far and near fields. The near wake is an area
approximately 1∼2D (D is the rotor’s diameter) downstream from a wind turbine, where
the geometry of the wind turbine directly affects the flow field, resulting in a different
blade tip-vortex; the tip-vortex and root-vortex lead to large velocity gradients and extreme
turbulence intensity; for a very high tip speed ratio (TSR), the tip-vortex produces a
continuous vorticity-sheet and a shear-layer. In the far wake, the axial velocity decreases
while the turbulence intensity increases, which can only indirectly feel the impact of the
actual wind turbine shape. Turbulence is the main physical process in the far wake of a wind
turbine, which generally comes from three sources: (1) atmospheric turbulence, coming
from the roughness of the Earth’s surface and thermal effects; (2) mechanical turbulence,
coming directly from the wind-turbine blades, nacelle, and tower; (3) wake turbulence,
resulting from the breaking down of the wind-turbine blade tip-vortex. Turbulence, as an
effective mixer, can restore velocity-loss and reduce turbulence intensity overall. In the
far downstream, the velocity deficit becomes approximately axisymmetric, Gaussian and
shows self-similarity. Wake meandering [4] is a large-scale motion, which is believed to
be driven by large-scale turbulent structures, and it may further reduce loss of velocity,
although it greatly increases the fatigue and ultimate load of downstream wind turbines.

High power wind turbines are usually HAWTs. HAWTs can be divided into micro,
mini, household, commercial small-scale, commercial mesoscale, commercial large-scale,
and commercial super-large-scale types according to the diameter of the rotor [5]. The
HAWT used in this study belongs to the commercial mesoscale type. Some researchers have
studied the influence of large-scale wind farms on climate conditions and concluded that
the installation of large-scale wind farms using wind turbines may have changed global
climate conditions to some extent and had adverse effects on the atmosphere, changing
surface temperature and rainfall to some extent [6–8]. It is reasonable to assume that the
flow field of a wind turbine is incompressible, as the wind-speed upstream and downstream
of a wind-turbine placed in the atmosphere is usually within the range of 5–25 m/s. This
compressibility effect may be important only when calculating the aerodynamics of the
blade tip. For non-neutral atmospheres, Boussinesq approximation is commonly used to
explain buoyancy effects, and additional equations of temperature must be solved. The
Earth’s rotational effect expressed using the Coriolis terms is often ignored in many wind-
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turbine-wake studies, but this can have a certain impact when studying large wind farms
using wind turbines.

In the atmospheric boundary layer (ABL), the maximum turbulence scale is 1 km,
while the minimum turbulence scale is 1 mm. However, in the blade boundary layer, the
minimum scale is even smaller. The scale-range of turbulence depends on the Reynolds
number (Re). The large Reynolds number encountered in wind-turbine-wake calculations
results in a large-scale range, which makes computer simulation very expensive. Therefore,
it is not feasible to use the so-called direct-numerical-simulation (DNS) [9] to solve all
scales in the flow. It is necessary to build a turbulence model and model the unsolved
small-scale effects based on large-scale behavior. However, even if a turbulence model
is used to reduce calculation costs, the boundary layer on the wind-turbine blade and
the turbulence structure in the wake flow cannot be solved at the same time. We need
to simplify representation of the wind turbine in wake calculations and representation of
the wake in boundary layer calculations of the blade. Research shows that mechanical
turbulence, atmospheric turbulence and wind-turbine-wake characteristics are likely to be
very insensitive to the blade Reynolds number [10].

The aerodynamic numerical simulation of the wind turbine wake generally observes
the following six methods: (1) Analytical method (AM) [11]; the blades are represented by
setting a thrust coefficient, and the expressions of velocity deficit and turbulence intensity
are obtained by using the self-similarity property of the far wake. (2) Vortex-lattice [12]
or particle method (VM), assuming inviscid and incompressible flow, and describing the
blades with vorticity concentrated in thin sheets or particles, with blade elements rep-
resented by lift lines or surfaces. (3) Panel method (PM) [13], also describing inviscid
flow-field, but more accurately considering the geometry of the blade; the blade is repre-
sented by surface grids, and viscous effect can be included using a boundary-layer code.
(4) Blade element momentum method (BEM) [14], which is an application of the quasi
one-dimensional momentum theory for blade elements. (5) Generalized actuator method
(GAM); in this method, a wind turbine rotor-blade is represented by a physical force super-
posed on the flow field, including the actuator disk (AD) [15], actuator surface (AS) [16],
and actuator line (AL) model [17,18], as shown in Figure 2 below; this method avoids
explicit calculation of the blade boundary layer, reduces calculation costs, and simplifies
grid generation. (6) The direct modeling (DM) method, which discretizes actual blades on
a computational grid for calculation, is the most reasonable method for calculating flow
around the wind turbine through a body-fitted grid; direct modeling is also helpful in
understanding the mechanism of fan-wake aerodynamics.
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In the DM method, the blade is accurately represented. However, for an accurate
simulation of the blade boundary layer, including transition, separation and stall, the
calculation cost is very high. Moreover, the compressible effect at the tip needs to solve the
compressible N-S equation, while the wake basically retains compressibility. The generation
of a high-quality moving-body fitted-mesh is also a tough task. Mesh generation is generally
carried out through what is known as overlapping or embedding grids, which communicate
information with each other through different overlapping grids. This method is currently
not applicable for calculation of the wind-turbine wake in large wind farm wind-turbine
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arrays. For the general actuator method, from the thrust coefficient required by the uniform-
load AD to the local lift and drag coefficients required by the non-uniform-load AD and AL
methods, and to the distribution of pressure and friction force required by the AS method
along the chord length of blade section, improvements in accuracy are accompanied by a
higher calculation cost and more detailed airfoil data. The steady-state characteristics of the
AD method limit its application in Reynolds average Navier–Stokes equation simulation
(RANS). The unsteady characteristics of the AL and AS methods make them very suitable
for large eddy simulation (LES). Considering the computational cost, the AL and AS
methods are applied to the study of a single wake field, and most wind turbine arrays in
wind farms are simulated using the AD method. This article uses the BEM-CFD method,
which is similar to the AD method.

From the above review, it can be seen that there have been many studies on modeling
individual wind turbines and their flow fields, but few on the arrangement of wind-turbine
arrays in large wind farms. Due to limited article length, our study aims to address two
main issues:

1. Conducting theoretical research on various numerical simulation wind-turbine mod-
els, seeking feasible (with acceptable computational costs) wind-turbine models for
large-scale wind-farm calculations, and selecting the BEM-CFD coupling method on
the basis of balancing practicality, accuracy, and cost;

2. Customizing the solver in open-source OpenFOAM, applying the BEM-CFD coupling
method to wind-farm calculations, studying the impact of different array wind-turbine
arrays on wind farms and the interaction between wind-turbine arrays, and drawing
some very practical conclusions.

The research objective is to provide certain strategies for selecting and arranging
HAWTs in practical scenarios, as well as optimizing the design of wind turbines in wind
farms, both of which have strong practical significance.

2. Research Method

This section introduces the experimental HAWT geometrical characteristics, control
equations of flow field around HAWT, HAWT modeling, and numerical experimental
settings adopted by the research.

2.1. Description of Experimental HAWT

Our study has adopted a commercial mesoscale Nordbank NTK 500/41 three blade
(B = 3) wind turbine [19], which is a fixed pitch and stall adjustment type with a rotor radius
of R = 20.5 m and a hub center height of hhub = 35.0 m, with cut-in wind-speed of 4 m/s
and cut-out wind-speed of 25 m/s, and a rotating speed of n = 27.1 rpm; the relative chord
length (c′ = c/ctip) and torsion angle (β) distribution of airfoil-sections along the blade span
are shown in Figure 3a. Two six-digit laminar flow airfoils, NACA63-210 and NACA63-412,
are used, and their lift and drag coefficients at different angles of attack and Reynolds
numbers are calculated, as shown in Figure 3b–d. The lift coefficient of the NACA63-210
airfoil becomes more stable with the increase in the Reynolds number, and the stall angle
also increases, while the un-steady region tends to be stable at a certain Reynolds number.
At Re = 106, lift, the coefficient of the NACA63-412 airfoil is slightly larger than that of the
NACA63-210 airfoil at different angles of attack, and they are basically parallel. The drag
coefficient of the NACA63-210 airfoil decreases along with an increase in the Reynolds
number. At Re = 106, the difference between the drag coefficients of the two airfoils is
very small, and the drag coefficient is one to two orders of magnitude smaller than the
lift coefficient.
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Figure 3. Geometry description of wind turbine: (a) Relative chord length and twist angle distribution;
(b) Two NACA six-digit laminar airfoils; (c) Lift coefficient (black solid line represents NACA63-210
airfoil at Re = 106; orange solid line represents Re = 5× 105, blue solid line represents Re = 5× 104;
and red solid line represents NACA63-412 airfoil at Re = 106); (d) Drag coefficient.

2.2. Governing Equation of Flow Field

The calculation of the wind-turbine wake-field is based on numerical simulation of
the N-S equations system, and the turbulence model adopts the k− ω SST model in the
RANS equation system, which is different from the LES in that it uses statistical averaging
in time rather than spatial averaging. For Newtonian fluids, based on the Boussinesq
hypothesis, that is, the Reynolds stress is a linear function of the average velocity-gradient;
the Reynolds stress tensor can be directly modeled. For incompressible fluids, it can be
simplified by introducing turbulent kinetic energy k and turbulent eddy viscosity µt which
is analogous to molecular viscosity, and length scale l can be used to represent µt. Based on
this representation, models can be divided into an algebraic model, one-equation model,
two-equations model, and second-order closed model. Each model has its own advantages
and disadvantages, and no model is universally applicable to all flow conditions. The
two-equations model is the most popular in industrial applications, which solves two
transport equations to solve µt.

The k-ε model is the earliest and most popular of the two equation models. In the
derivation process, it is assumed that flow is completely turbulent, and the molecular
viscosity effect can be ignored. Therefore, this model is a high Reynolds-number model,
which is only applicable to completely turbulent free-shear flow, and cannot be integrated
to the wall (low Reynolds-number). It is also necessary to add damping functions or
additional source terms to the equation of turbulent dissipation ε. In the two-equations
model, stagnation point anomalies may occur, and the generation of turbulent kinetic
energy may be overestimated when the intermediate level k encounters a large strain rate,
which may be due to an overestimation of µt or undervaluation of sink terms. To overcome
this problem, a local turbulence time scale ts = k/ε is introduced. Replacing ε with ω (the
rate at which turbulent kinetic energy is converted to internal thermal energy per unit
volume and time) yields the k−ω model, which can be better applied to the calculation of
separated flows with inverse pressure gradients. This model is sensitive to any defined
ω in free flow, while the k-ε model does not have this problem. There are many modified
and improved versions of k-ε model and k− ω model. Considering the advantages and
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disadvantages of these two models, we can combine these two models for modeling, and
then we get the BSL k−ω model. This model is similar to the k−ω model for boundary
layer flow, and almost equivalent to k-ε model for free shear flow. In order to improve the
influence of the reverse pressure gradient, Bradshaw’s hypothesis [20] is adopted; that is,
main shear stress and turbulent kinetic energy in boundary layer are linearly correlated
through the relation τxy = ρa1k to yield the SST k−ω model used in this article. In physical
space, the velocity field in the Cartesian coordinate system x = (x1, x2, x3) is u = (u1, u2, u3),
and the equations for mass conservation and momentum conservation are respectively

ui,i = 0; i = 1, 2, 3 (1)

ui,t +
(
uiuj

)
,j = −p,i + (ν + νt)

(
ui,j + uj,i

)
,j + fi; i = 1, 2, 3 (2)

where p = P/ρ is static pressure; ν is the kinematic viscosity of air molecules, assuming
that ν is constant and uniform; νt is the turbulent kinematic viscosity; fi or f is the physical
force used to represent effect of wind turbine blades on convective field. Note that the
relationship between kinematic viscosity ν and dynamic viscosity µ is ν = µ/ρ, and ρ is the
density of air at normal temperature and standard atmospheric pressure. Two transport
equations of the SST k−ω model are

(ρk),t +∇·(ρuk) = ∇·
(

µe f f .k∇k
)
+ Pk − β∗ρkω (3)

(ρω),t +∇·(ρuω) = ∇·
(

µe f f .ω∇ω
)
+CαPk(ω/k)−Cβρω2 + 2(1− F1)σω2(ρ/ω)∇k (4)

where µe f f .k = µ + µt/σk, µe f f .w = µ + µt/σω, µt = ρk/ω, kt = µt/Prt, blending function
F1 = tan h

(
γ4

1
)
, γ1 = min[max[

√
k/(β∗ωd⊥), 500ν/

(
d2
⊥ω
)
] , 4ρσω2k/

(
CDkωd2

⊥
)]

, d⊥ is the
vertical distance from the wall surface, CDkω = max

[
2ρσω2ω−1∇k·∇ω, 10−10]. All coeffi-

cients depend on the mixing function F1, which can be defined as φ = F1φ1 + (1− F1)φ2.
Note there are model coefficients in the original SST k−ω model: Cα1 = 5/9, Cβ1 = 0.075,
β∗ = 0.09, σk1 = σω1 = 2, Prt = 0.9; Model coefficients in the RANS-BSLkOmega model:
Cα2 = 0.4404, Cβ2 = 0.0828, σk2 = 1.0, σω2 = 0.856, Prt = 0.9; Model coefficients in the k-ε
model include: Cε1 = 1.44, Cε2 = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3, Prt = 0.9.

2.3. HAWT Modeling

In order to better illustrate the coupling simulation method of BEM and CFD used in
this article’s calculation, this section includes three parts: (1) An introduction to one-
dimensional momentum theory, which omits the detailed derivation process of one-
dimensional momentum theory (readers who need it can deduce it themselves or send an
email to the author requesting the derivation process file), only providing some important
conclusions. (2) The classic BEM method is briefly presented, and a more detailed deriva-
tion process can be found in [21]. (3) The BEM-CFD method is given, which should be
distinguished from the classical BEM method.

2.3.1. One-Dimensional Momentum Theory

In a one-dimensional model, the rotor is modeled as an ideal permeable disk (PD),
which is frictionless and has no rotational velocity component in the wake. The PD acts
as a drag device to drive wind speeds from U0 far-upstream of the rotor to u at the rotor
plane, and u1 in the far wake. Therefore, the streamline is divergent, as shown in Figure 4a.
Resistance is obtained by pressure drops on the rotor, and there is a small pressure rising
upstream of the rotor, from atmospheric level p0 to p, then there is a discontinuous pressure
dropping at the rotor, and pressure downstream of the rotor continuously increases to
atmospheric level. Assume that Mach number (Ma) is small, so density of air is constant,
and the axial speed must change from U0 to u1 continuously. Typical distribution of axial
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velocity and pressure is shown in Figure 4b. Due to this assumption of an ideal rotor, we
can take control-volume CV1 (thin solid line, taken along the streamline) or CV2 (thin
dashed line, square zone) as shown in Figure 4c, where A is area of the rotor disc. The axial
induction factor a satisfies the equation u = (1− a) U0. According to the Bernoulli equation
(from upstream to rotor tight front, from rotor tight rear to downstream), the relationship
between the velocity U0, u1, u, thrust T and absorbed shaft power P can be easily derived.
The effective power in a cross-section is calculated using Pe = 0.5ρAU3

0 , where A is area of
the rotor disc, through which dimensionless power coefficient CP and thrust coefficient CT
can be defined. To calculate the extreme value of CP about a, and obtain that when a = 1/3,
there is a maximum value of CP.max = CP.Betz = 16/27, this maximum value is called the
Betz limit. We obtain

u = 0.5(U0 + u1), u1 = (1− 2a)U0 (5)

T = 2a(1− a)ρU2
0 A, P = 2a(1− a)2ρU3

0 A (6)

CP = P/Pe = 4a(1− a)2, CT = T/
(

0.5ρAU2
0

)
= 4a(1− a) (7)

Wind 2023, 3, FOR PEER REVIEW 7 
 

 

pressure dropping at the rotor, and pressure downstream of the rotor continuously in-
creases to atmospheric level. Assume that Mach number (Ma) is small, so density of air is 
constant, and the axial speed must change from 𝑈 to 𝑢ଵ continuously. Typical distribu-
tion of axial velocity and pressure is shown in Figure 4b. Due to this assumption of an 
ideal rotor, we can take control-volume 𝐶𝑉1 (thin solid line, taken along the streamline) 
or 𝐶𝑉2 (thin dashed line, square zone) as shown in Figure 4c, where 𝐴 is area of the rotor 
disc. The axial induction factor 𝑎 satisfies the equation 𝑢 = (1 − 𝑎) 𝑈. According to the 
Bernoulli equation (from upstream to rotor tight front, from rotor tight rear to down-
stream), the relationship between the velocity 𝑈 , 𝑢ଵ , 𝑢, thrust 𝑇 and absorbed shaft 
power 𝑃 can be easily derived. The effective power in a cross-section is calculated using 𝑃 = 0.5𝜌𝐴𝑈ଷ, where 𝐴 is area of the rotor disc, through which dimensionless power co-
efficient 𝐶 and thrust coefficient 𝐶் can be defined. To calculate the extreme value of 𝐶 about 𝑎, and obtain that when 𝑎 = 1/3, there is a maximum value of 𝐶.௫ = 𝐶.௧௭ 
= 16/27, this maximum value is called the Betz limit. We obtain 𝑢 = 0.5(𝑈 + 𝑢ଵ), 𝑢ଵ = (1 − 2𝑎)𝑈 (5) 𝑇 = 2𝑎(1 − 𝑎)𝜌𝑈ଶ𝐴, 𝑃 = 2𝑎(1 − 𝑎)ଶ𝜌𝑈ଷ𝐴 (6) 𝐶 = 𝑃/𝑃 = 4𝑎(1 − 𝑎)ଶ, 𝐶் = 𝑇/(0.5𝜌𝐴𝑈ଶ) = 4𝑎(1 − 𝑎) (7) 

Simple one-dimensional momentum theory is not applicable to cases where 𝑎  > 0.3~0.4. The reason is that when velocity jump (𝑈 − 𝑢ଵ) is too high and then vortices are 
formed, free-thin shear-layer at edge of the wake becomes unstable, thereby transferring 
momentum from external flow to the wake. The state in this situation is called a turbulent 
wake state [22], and this article only discusses the windmill state. 

 
Figure 4. Schematic diagram of one-dimensional momentum theory: (a) Streamlines past the rotor; 
(b) Velocity and pressure distribution; (c) Control volume. 

For an ideal rotor, there is no rotational component in the wake flow, but actual wind-
turbine wake-flow has rotational effects. Let absolute speed after the rotor be (𝐶, 𝐶ఏ, 𝐶), 
where 𝐶ఏ  is the azimuth component, as shown in Figure 5a with 𝑢 the axial velocity 
passing through rotor. Note we have 𝑈 = 𝐶 =  𝑢. Axial speed of the rotor is given by 
axial induction factor 𝑎. By assuming that the rotating speed of the wake can also be given 
by another induction factor 𝑎′, i.e., 𝐶ఏ = 2𝑎′𝜔𝑟, then we can obtain 𝑑𝑃 = 2𝜋𝑟ଶ𝜌𝑢𝜔𝐶ఏ𝑑𝑟 
= 4𝜋𝑎′(1 − 𝑎)𝜌𝑈𝜔ଶ𝑟ଷ𝑑𝑟, total power and power-coefficient can be expressed respectively 
as 𝑃 = 4𝜋𝜌𝑈𝜔ଶ න 𝑎′(1 − 𝑎)𝑟ଷ𝑑𝑟ோ

 , 𝐶 = (8/𝜆ଶ) න 𝑎′(1 − 𝑎)𝑥ଷ𝑑𝑥ఒ
  (8) 

where, 𝜆(=𝜔𝑅/𝑈) is the tip speed ratio, 𝑥(=𝜔𝑟/𝑈) is the ratio of local rotating-speed to 
wind-speed. For given power 𝑃 and wind speed 𝑈, azimuth velocity-component 𝐶ఏ in 
wake decreases as rotating speed 𝜔 increases. So, from an efficiency perspective, it is nec-
essary to have a high-rotating wind turbine to minimize loss of kinetic energy contained 
in the rotating wake. In order to optimize power, it is necessary to maximize the expres-
sion 𝑓(𝑎, 𝑎′) = 𝑎′(1 − 𝑎). If local angle of attack is less than the stall angle, 𝑎 and 𝑎′ are 

Figure 4. Schematic diagram of one-dimensional momentum theory: (a) Streamlines past the rotor;
(b) Velocity and pressure distribution; (c) Control volume.

Simple one-dimensional momentum theory is not applicable to cases where a > 0.3∼0.4.
The reason is that when velocity jump (U0 − u1) is too high and then vortices are formed,
free-thin shear-layer at edge of the wake becomes unstable, thereby transferring momentum
from external flow to the wake. The state in this situation is called a turbulent wake state [22],
and this article only discusses the windmill state.

For an ideal rotor, there is no rotational component in the wake flow, but actual
wind-turbine wake-flow has rotational effects. Let absolute speed after the rotor be
(Cr, Cθ , Ca), where Cθ is the azimuth component, as shown in Figure 5a with u the ax-
ial velocity passing through rotor. Note we have Ua = Ca = u. Axial speed of the rotor
is given by axial induction factor a. By assuming that the rotating speed of the wake
can also be given by another induction factor a′, i.e., Cθ = 2a′ωr, then we can obtain
dP = 2πr2ρuωCθdr = 4πa′(1− a)ρU0ω2r3dr, total power and power-coefficient can be
expressed respectively as

P = 4πρU0ω2
∫ R

0
a′(1− a)r3dr, CP =

(
8/λ2

) ∫ λ

0
a′(1− a)x3dx (8)

where, λ(=ωR/U0) is the tip speed ratio, x(=ωr/U0) is the ratio of local rotating-speed
to wind-speed. For given power P and wind speed U0, azimuth velocity-component Cθ

in wake decreases as rotating speed ω increases. So, from an efficiency perspective, it is
necessary to have a high-rotating wind turbine to minimize loss of kinetic energy contained
in the rotating wake. In order to optimize power, it is necessary to maximize the expression
f (a, a′) = a′(1− a). If local angle of attack is less than the stall angle, a and a′ are not
independent, and the relationship x2a′(1 + a′) = a(1− a) which can be directly derived
from Figure 5b is used, the optimal relationship between a and a′ can be simply derived
as a′ = (1− 3a)/(4a− 1). Relationship between a, a′ and x is shown in Figure 5c. It can be
seen that as rotating speed ω increases, x(=ωr/U0) also increases, the optimal value of a
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tends to 1/3; this value is consistent with that of simple momentum theory of an ideal rotor.
Calculate the relative optimal power coefficient CP/CP.max through integral Equation (8).
The results are shown in Figure 5d. It shows that when λ > 6, the loss caused by rotating
is relatively small. Note: θ represents the local pitch angle of the blade, that is, the local
angle between chord and rotor rotation plane, which can be expressed as θ = θP + θT , with
θP the angle between blade-tip chord and the rotor plane, θT the torsional angle measured
relative to chord of the blade-tip. φ is the angle between rotation plane and relative velocity
Urel , then a local attack angle α(=φ− θ) can be determined. It is worth noting that in 1935,
Glauert [23] also conducted research on wind-turbine power under different λ, his results
are basically consistent with the results in Figure 5d. Burton and colleagues [24] believe
that for all tip speed ratios, when a = 1/3, the maximum value of CP is 16/27, independent
of the tip speed ratio.
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2.3.2. Classic BEM Method

Classical BEM theory uses global momentum balance and two-dimensional blade
elements to calculate the aerodynamic characteristics of blades. It can calculate stable loads
under different wind speeds, rotating speeds and pitch angles, and then calculate thrust
and power. In order to calculate the time-series of time-varying input loads, engineering
models must be added. In one-dimensional momentum theory, the actual geometric shape
of the rotor, such as the number of blades, the distribution of twist and chord, and the
airfoil used, is not considered. The BEM method combines momentum theory with local
events that occur in actual blades, discretizing flow tubes into annular height elements (dr).
Lateral boundaries of these elements are streamlined, implying there is no flow between
the elements. We make these assumptions: (1) There is no radial dependency, meaning
that what happens in one element cannot be felt by other elements; (2) For each annular
element, the force exerted by the blades on the flow is constant, corresponding to a rotor
with countless blades, while actual rotor blades are finite.

The derivation of all necessary equations for both steady and unsteady BEM models
can be found in [21], and only the calculation steps for steady BEM are briefly provided
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here. For unsteady BEM, time iteration is introduced by considering the dynamic stall
model, dynamic wake model, and yaw model, without solving the flow field. Under the
assumption that different control-volumes are independent, each annular band can be
computed separately. Before solving for another radius, the solution at one radius can
be calculated. For each control volume, the steady BEM is calculated using the following
eight steps:

1. Initialize a and a′, usually a = a′ = 0;
2. Calculate flow angle φ according to Figure 5b;
3. Calculate the local angle of attack α according to Figure 5b;
4. Find and read Cl(α) and Cd(α) from the given table;
5. Calculation Cn = pN/

(
0.5ρV2

relc
)

= Cl cos φ+Cdsinφ and Ct = pT/
(
0.5ρV2

relc
)

= Cl sin φ
− Cdcosφ ;

6. Calculate a = 1/
(
4sin2φ/(σCn) + 1

)
and a′ = 1/(4sinφ cos φ/(σCt)− 1), where, solid-

ity σ is defined as proportion of annular area covered by blades in the control volume,
i.e., σ(r) = c(r)B/(2πr), wherein B the number of blades, c(r) the local chord length,
and r the radial position of the control volume;

7. If a and a′ have changed by more than a certain margin of error, proceed to step 2
or complete;

8. Calculate the local load of blade segments.

Above is the basic algorithm of BEM method. In order to get a better result, the
algorithm needs to be modified twice (affect step 6 of the BEM algorithm):

1. Ludwig Prandtl’s tip loss factor. It corrects the assumption that the number of blades
is infinite. The derivation of it is very complicated, but a complete description can be
found in [21]. Therefore, when the corrected load is uniformly distributed along the az-
imuth and used for the momentum equation, their blade induction results are very sim-
ilar to the case of a finite number of blades by using a = 1/

(
4Fsin2φ/(σCn) + 1

)
and

a′ = 1/(4Fsinφ cos φ/(σCt)− 1), where F is correction factor for aerodynamic loads;
2. Glauert correction. It is an empirical relationship between thrust coefficient CT and

axial induction factor a, when a > 0.2~0.4, simple momentum theory fails, and the
relationship derived by one-dimensional momentum theory no longer holds.

2.3.3. BEM-CFD Coupling Method

Whether uniform or non-uniform axial-loads, the BEM-CFD coupling method can
introduce tangential forces on the surface of the ideal rotor to account for rotational effects.
The study by [25] showed that for uniformly distributed loads, including rotational and
non-uniform loads in the prediction of average velocity and turbulence intensity can lead
to significant improvements, especially in the near-wake center. A uniformly loaded rotor
leads to an underestimate of wake-loss and turbulence intensity, and effects of rotational
and non-uniform loads basically disappear downstream. The research of [26] applied it to
LES simulation and showed that the influence of tangential force on wake flow appears to
be negligible in cases of medium power-coefficient and high tip-speed-ratio. Considering
that, in large wind-turbine wind farms, more attention is paid to the power output of the
actual wind-turbine array and downstream wind-turbine characteristics in the slightly
distant wind-turbine wake-flow-field, the model used in this article does not include
tangential forces and only loads axial uniform or non-uniform loads. The boundary layer
is not explicitly simulated, but its influence is considered through lift and drag coefficients,
which greatly reduces the computer resources required.

This method is different from the classical BEM method, where, Ure f is obtained
through an iterative process using global momentum balance, and Prandtl blade loss
correction and Glauert correction for high axial induced velocity are applied. In the
calculation of N-S equations, this is unnecessary because the flow field will take the presence
of blades into account, and therefore induction will automatically change. A flow chart
of the BEM-CFD method is shown in Figure 6a. However, using two-dimensional airfoil
data still requires calibration in order to obtain the correct flow angle and velocity [22]. A
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related issue is to determine local α to find cL and cD, and [27] developed a technique that
can determine α based on information slightly upstream of the rotor.
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The implementation of the BEM-CFD method is achieved using a custom solver
(windFarmLienFoam) on the open-source software OpenFOAM, using a finite volume
calculation method. In the custom solver, the force applied to the blade is loaded into
uniform or non-uniform volume cells in the rotor plane, that is, fi is added to Equation
(2). When subjected to non-uniform loading, as shown in Figure 6b, thrust distribution
is assumed to be T(r) =

(
C0 + C1r2 + C2r4)T, where, r is the local radius of the rotor, T is

the thrust calculated through uniform loading, and C0 = 0.1, C1 = 0.5 and C2 = 0.01 is a
polynomial coefficient.
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2.3.4. Jensen Wake Model

To demonstrate the reliability of the BEM-CFD coupling model, here is a brief intro-
duction to the Jensen wake model [28] for subsequent comparison. The Jensen wake model
is briefly described in Figure 6c. The wake effect between two turbines, with the upstream i
wind turbine (WTi) and downstream j wind turbine (WTj) located at coordinates (xi, yi)
and

(
xj, yj

)
, respectively. Assuming that the wake effect is axisymmetric, its strength

depends on the distance and wind direction between the two turbines. Wind speed at
downstream WTj position xj is determined using the following formula:

uj = ui(z)

1−

√√√√ ∑
i∈Nj

(
2a/

(
1 + kxij/rj

)2
)2

 (9)

where, ui(z) is incoming wind-speed at the shaft height z of upstream WTi, Nj is numbers
of all upstream HAWTs that affect WTj. The Jensen model assumes a linear expansion
of the downstream wake zone, so the wake radius at the downstream WTj position is
rj = kxij + ri with ri the radius of upstream WTi, xij the distance measured along wind
direction between HAWTs i and j. k is a dimensionless parameter that determines the
expansion rate of the wake region, the value of which is calculated from the empirical
formula k = 0.5/(ln(z/z0)) proposed by Frandsen et al., where z0 is the length of surface
roughness, which depends on the terrain characteristics. If the terrain information of
the pre-installed location of the wind turbine cannot be accurately obtained, generally,
k = 0.075 is taken for onshore wind turbines, k = 0.05 is taken for offshore wind turbines,
and the value of water roughness is usually 0.0002, although it may increase with changes
in sea conditions. a is axial flow induction factor of the HAWT, which relates to the thrust
coefficient CT , there is a =

(
0.51−

√
1− CT(ui)

)
, where CT(ui) is the thrust coefficient

of the i-HAWT that varies with wind speed. The Jensen model assumes that the wake
region of the HAWT is in a fully turbulent state and ignores the blade-tip vortices generated
by the HAWT, so its applicable range is the far-wake region, which is the area after 3D
downstream of the HAWT, where D is the HAWT diameter.

2.4. Numerical Experiments Setting
2.4.1. Calculating Domain

A total of 40 numerical experiments were carried out in this paper, including a single
HAWT, two HAWTs at the front and back, two HAWTs at the left and right, three staggered
HAWTs, a three-rows and three-columns HAWTs array, and a one-row and three-columns
HAWTs array in random mountainous areas with ABL, as shown in Table 1. The setting of
the calculation domain is shown in Figure 7, where D is diameter of the HAWT rotor, d1 is
the distance between front and rear HAWTs, d2 represents the distance between left and
right HAWTs, (x, y, z) represents Cartesian coordinate system, and flow direction points
towards the positive x-axis.

Table 1. Forty cases of numerical experiments.

Number of HAWTs Cases Domain

single case (1–14) cylinder
two at front and rear case (15–24) cylinder
two at left and right case (25–31) block

three staggered case (32–36) block
3-rows and 3-columns case (37–39) block
1-row and 3-columns 1 case (40) block

1 With ABL.
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2.4.2. Meshing

For the DM method of a single HAWT, use three-level grid zones as shown in Figure 8a,
with total grid numbers of approximately 7.6 million. Coarse to fine grid zones are region
1, region 2, and region 3, respectively. Grid sizes of these three zones are approximately
δx ≈ δy ≈ δz ≈ 0.1D, δx ≈ δy ≈ δz ≈ 0.0125D and δx ≈ δy ≈ δz ≈ 0.00625D, respectively.
The meshing of BEM-CFD method is shown in Figure 8b. The coarse grid size of a single
HAWT is approximately δx ≈ 0.36D and δy ≈ δz ≈ 0.41D, and the internal refine grid
size is approximately δx ≈ 0.045D and δy ≈ δz ≈ 0.052D, gradually transitioning from
coarse to fine grids. For other multiple HAWTs, the grid size setting is similar. After the
grid is divided, the grid cells are renumbered before calculation to reduce bandwidth and
accelerate the calculation process.
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2.4.3. Initial and Boundary Conditions

To accelerate convergence, the initial velocity of the flow field is set to (10 0 0) m/s.
The boundary conditions for the DM method of single HAWT calculation with cases (1–3)
are: (1) at the inlet, with a fixed uniform flow velocity Ux = (10 0 0) m/s and zero pressure
gradient; (2) at the outlet, it is the pressure inlet and outlet velocity, and fixed value pressure;
(3) the boundary layer on the wall surface of the HAWT blades or nacelle is not directly
calculated, and the wall function and zero pressure gradient are used; (4) elsewhere, a slip
boundary is adopted, as shown in Table 2. The BEM-CFD method with case (4–40) does
not have blade or nacelle walls, and other initial and boundary conditions are the same as
the DM method, except for the bottom surface of case (40), as described in Section 3.3.2.

Table 2. Initial and boundary conditions.

BCs U: m/s p: m2 · s−2 k: m2 · s−2 ε: m2 · s−3 ω: s−1 νt: m2 · s−1

Inlet fixed value zero gradient fixed value fixed value fixed value calculated
Outlet inlet outlet fixed value inlet outlet inlet outlet inlet outlet calculated
Walls no slip zero gradient wall function wall function - wall function

Others slip slip slip - slip slip

Note: Initial velocity of the flow field is set to (10 0 0) m/s for all cases except for specific instructions.

2.4.4. Schemes and Algorithms

For transient calculations, the algorithm of pressure-implicit-with-splitting-operators
method (PISO) is used to solve N-S system Equations (1) and (2) and two transport Equa-
tions (3) and (4) of the turbulence model. A second-order implicit Crank–Nicholson method
is used for time discretization. Space adopts a standard finite-volume discretization of
Gaussian integral, and the value from cell-center to face-center takes linear interpolation.
The gradient is limited, so that when the calculated gradient is used to extrapolate cell-value
to face-value, face-value will not exceed the range of values in the surrounding cells, thus
ensuring boundedness. In order to maintain second-order accuracy, explicit non-orthogonal
correction is taken for non-orthogonality grids. The pressure Poisson-equation is solved
by using a geometric aggregated algebraic multi grid (GAAM) method. For steady-state
calculations, the semi-implicit method for pressure-linked equations method (SIMPLE) is
used to solve the N-S system Equations (1) and (2) and the two transport Equations (3) and
(4) of the turbulence model; there is no time discretization term, and other discretization is
similar to transient calculations.

3. Results and Discussion
3.1. Single HAWT

In order to demonstrate the reliability of the BEM-CFD method in large-scale wind
farms, five single HAWT cases were specially designed. Case (1) is only a sphere nacelle of
radius 0.12R; case (2) and case (3) are a sphere nacelle with three blades of NACA63-412
or NACA63-210 for the blade airfoil; all of these three cases use the DM method. Case (4)
and case (5) adopt the BEM-CFD method with uniform or non-uniform loading. The inlet
of cases (1–5) is a uniform fixed speed Ux = 10 m/s; the HAWT rotating speed and blade
tip speed ratio are n = 0.452 rps and TSR = 5.818, respectively. The HAWT advance speed
coefficient is J = Ux/(nD) = 0.54. Case (6–14) adopts the BEM-CFD method with uniform
loading, and there is still Ux = 10 m/s, but the HAWT rotating speed is different in range of
TSR = 4~12 integers. Note that the blade airfoil of cases (4–40) adopts NACA63-412.

3.1.1. Thrust Coefficient and Calculation Cost

Comparison of thrust coefficients and calculation costs between the single wind-
turbine DM method with cases (1–3) and the uniformly or non-uniformly loaded BEM-CFD
method with case (4) or case (5) is shown as Table 3. Based on results listed in the table, the
following five main conclusions can be drawn:
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1. Under the same HAWT geometry, the thrust coefficients calculated by the uniformly
loaded BEM-CFD method with case (4) are larger than those calculated by the DM
method with case (2), due to the underestimation of wake defects and turbulence
intensity when using the BEM-CFD method;

2. The DM method with case (2) needs more time-cost in order to converge to a sufficient
accuracy value (based on the clock time taken by the computer to calculate until
t = 0.66 s as the standard). Cost of DM method is about 5042 or 90 times that of the
uniformly-with-case (4) or non-uniformly-with-case (5) loaded BEM-CFD method;

3. Using the results of the DM method with case (2) as a reference value, the relative
errors of the thrust coefficients of the uniformly loaded BEM-CFD method with case
(4) and the non-uniformly loaded BEM-CFD method with case (5) are 1.8% and 2.1%,
respectively. (Here, non-uniform loading has a certain degree of arbitrariness, so the
error is slightly larger. It is possible to achieve better or worse results by assuming
different thrust-distribution functions);

4. In the DM method, the thrust coefficient of case (2) with NACA63-412 is greater than
that of case (3) with NACA63-210 when the rotor blades of the HAWT adopt different
airfoil sections and other settings are the same, which is because the lift coefficient of
airfoil NACA63-412 is greater than that of airfoil NACA63-210;

5. The thrust coefficient of a single nacelle in case (1) is approximately 0.6% of the nacelle
and blades combination in case (2), and its impact can be almost ignored.

Table 3. Thrust coefficient and calculation cost.

Case CT Relative Error Cost Method

(1) 0.005 - - DM
(2) 1 0.823 Reference value DM
(3) 2 0.767 - - DM
(4) 1 0.836 1.8% 5042 BEM-CFD
(5) 1 0.840 2.1% 90 BEM-CFD

1 With airfoil NACA63-412. 2 With airfoil NACA63-210.

From the above five results, it can be concluded that after balancing the cost calculation,
the BEM-CFD method is very practical in engineering, regardless of whether the force is
uniform or non-uniform.

3.1.2. Calculated and Measured Power

Calculation and measurement values of HAWT power are shown in Figure 9a. It
can be seen that shaft power of a HAWT with TSR ≈ 6 calculated through the BEM-CFD
method is basically consistent with the classical BEM method and measurement results.
Figure 9b shows the variation of measured and computed power coefficient with the tip-
speed-ratio λ, while Figure 9c shows the variation of measured power coefficient with
reciprocal of the tip-speed-ratio. It can be seen that the results start to diverge after case
(11) due to using the same grid for cases (6–14) for convenience. The results of cases (11–14)
are no longer valid. In order to converge the results, either a new refined grid is needed,
different rotor modeling methods must be used for calculation, or certain modifications can
be made directly. Regardless of the method used, the calculation results can be consistent
with the measured values again. There is no need to do more cases here, because in the later
calculation of HAWTs arrays in large wind farms, there is always a hypothesis of a < 0.221.
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3.1.3. Axial-Velocity and Turbulent-Kinetic-Energy Field

Axial-velocity Ux and turbulent kinetic energy k of cases (1–5) are shown as Figure 10.
Case (1–3) take, respectively, t = 0.645 s, t= 0.66 s and t = 0.327 s. Case (4) and case (5)
are steady calculations. As shown in the figure, compared with a separate nacelle for
case (1), the axial velocity at the hub of the HAWT with nacelle and blades for cases (2,3)
decreases more. When there is only the nacelle of sphere shape for case (1), there is a
small turbulent kinetic energy region immediately behind the nacelle. However, in the
presence of blades in cases (2,3), this small turbulent kinetic energy region weakens. When
different blade cross-section airfoils are used and other conditions are set the same, the
wake-velocity loss of case (2) with NACA63-412 at t = 0.66 s is more than that of case (3)
with NACA63-210 at t = 0.327 s. This is due to the different blade airfoil cross-section
characteristics of the two, and on the other hand, due to the insufficient calculation time of
case (3), which was specially designed by us to explain another physical phenomenon in the
future. Compared with the DM method in case (2), the uniformly loaded BEM-CFD method
in case (4) significantly averages the wake, especially in the near-field of the HAWT, while
in the far-field it is reasonable to expect that the two will ultimately be similar. Compared
with the BEM-CFD method with uniform loading in case (4), the non-uniform loading
in case (5) reduces the velocity loss at the wake of the HAWT. Compared with case (2),
there is a larger range of turbulent-kinetic-energy zones in the HAWT wake in case (3); this
is because the calculation time taken by case (3) is smaller than that of case (2), which is
intentional by us. However, in the near-wake region of the HAWT, the turbulent kinetic
energy of the two is basically the same. This indicates from one side that the rotating wake
turbulence of the HAWT can stabilize the flow. It can be predicted that as the calculation
time of case (3) increases, the distribution of turbulent kinetic energy at wake of the two
will tend to be similar to case (4)’s mode; note that the rotating flow field of the HAWT is a
quasi-steady flow field. Maximum turbulent kinetic energy in the wake of the BEM-CFD
non-uniformly loaded HAWT for case (5) is very small, about 0.141 m2s−2, depending on
the selection of thrust distribution form.
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3.1.4. Flow Fields at Different TSRs

Comparisons of velocity components
(
Ux, Uy, Uz

)
, pressure p, turbulent kinetic energy

k, turbulent dissipation ε or ω, and turbulent viscosity νt for different TSRs with case (6)
and case (9) are shown as Figure 11. It can be observed that, when the incoming wind speed
is fixed, as the HAWT rotating speed increases, axial velocity loss in the wake increases,
corresponding to an increase in power of a single HAWT; from an efficiency perspective,
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it is necessary to have a fast-rotating-speed HAWT to minimize the loss of kinetic energy
included in a rotating wake. The higher the rotational speed, the greater the pressure
difference, and the greater the thrust coefficient and power coefficient of HAWT. Compared
with case (9) at a higher rotation speed, the turbulent kinetic energy and turbulent viscosity
of case (6) at a lower rotation speed are basically negligible. However, after scaling down
and enlarging the case (6) scale, it can be seen that it follows roughly the same mode as case
(9), which is also a manifestation of self-similarity to some extent. Note that ω = ε/

(
Cµk

)
,

its mode is similar at different rotating speeds.
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3.2. Two and Three HAWTs
3.2.1. Two HAWTs at Front and Rear

As shown in Table 4 below, power coefficients of each wind turbine are given. From
it we can obtain that: When the distance d1 between the front and rear HAWTs is 1D, the
effective power of the rear HAWT is basically 60.1% of that of the front. As the distance
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between front and rear HAWTs increases, the power of the rear wind turbine gradually
increases, until the power of the rear HAWT is about 88.4% of that of front HAWT at a
distance of 10D. When the distance between the two HAWTs reaches 6D, the front HAWT
has the highest power with CP = 0.452.

Table 4. Two front-rear HAWTs.

Case d1 Rotor1-Front CP Rotor2-Rear CP Rotor2/Rotor1

(15) 1D 0.443 0.266 60.1%
(16) 2D 0.447 0.300 67.2%
(17) 4D 0.449 0.315 70.1%
(18) 6D 0.452 0.379 83.9%
(19) 8D 0.447 0.389 86.9%
(20) 10D 0.445 0.393 88.4%

To set TSR = 7 for the front HAWT, the distance d1 = 6D between front and rear
HAWTs, and the rotating speed in the same value. If the rotating speed direction is the
same or opposite, we get case (21) or case (22). Case (23) and Case (24) only change the
distance to d1 = 1D, other settings are the same as case (21) and case (22) respectively. The
axial velocity and turbulent kinetic energy of these four cases are shown in Figure 12. As
shown in the figure, when the rear HAWT rotating reverses, the axial velocity loss zone at
the wake of the rear HAWT becomes fuller, and the turbulent kinetic energy becomes more
blurred. To some extent, the reversal reduces the turbulence between the front and rear
HAWTs, which provides a certain basis for the selection of HAWTs in large wind farms
to reduce downstream HAWTs’ fatigue. In order to obtain maximum output power of a
HAWTs array in a wind farm, different parameters of HAWTs in the wind farm may be the
optimal choice, rather than the usual arrangement of HAWTs with the same parameters
in order to reduce costs, which provides a more in-depth consideration for engineering
applications. When the distance of front and rear HAWTs reduces from d1 = 6D to d1 = 1D,
the same pattern is seen.

Wind 2023, 3, FOR PEER REVIEW 20 
 

 

 
Figure 12. Comparison of the same and opposite rotating speeds of two front–rear HAWTs: (a) 
Axial velocity; (b) Turbulent kinetic energy; (c,d) Results with same setting as case (21,22) except 𝑑1 
= 1𝐷. 

3.2.2. Two HAWTs at Left and Right 
The power coefficients of each HAWT are shown in Table 5. When the distance 𝑑ଶ 

between the left and right HAWTs is 2𝐷 (case (26), looking towards the positive 𝑥-axis), 
the total power of the two left-right HAWTs has the smallest value 0.719. When the dis-
tance 𝑑ଶ increases to 4𝐷 or decreases to 1.2𝐷, the total power coefficient of both case 
(25) and case (27) increases to 0.804 and 0.850, respectively. Considering that the BEM-
CFD method is less accurate in calculating the near-field, we mainly focus on the far-field. 
It can be seen that the best distance 𝑑ଶ between the left and right HAWTs is set to 4𝐷. To 
set TSR=7 for the right HAWT, the distance 𝑑ଶ = 1.2𝐷 between left and right HAWTs, 
and the rotating speed in the same value. If the rotating speed direction is the same or 
opposite, we get case (28) or case (29). Case (30) and Case (31) only change the distance to 𝑑ଶ=4𝐷, other settings are the same as case (28) and case (29) respectively. The axial velocity 
and turbulent kinetic energy of these four cases are shown in Figure 13. We can learn from 
this figure that, when Rotor2 reverses, the subsequent axial velocity loss weakens. When 
the distance between the two HAWTs is 𝑑ଶ = 4𝐷, after the turbulence kinetic energy is 
amplified, three regions of turbulence kinetic energy size can be seen, which are repre-
sented by the size of a circle in the Figure 13e. After the rotating direction of Rotor2 re-
verses, the size of the region mode changes. 

Table 5. Two left–right HAWTs. 

Case 𝒅𝟐 Rotor1-Right 𝑪𝑷 Rotor2-Left 𝑪𝑷 Rotor2 + Rotor1 
(25) 1.2𝐷 0.411 0.393 0.804 
(26) 2𝐷 0.354 0.365 0.719 
(27) 4𝐷 0.422 0.428 0.850 

Figure 12. Comparison of the same and opposite rotating speeds of two front–rear HAWTs: (a) Axial
velocity; (b) Turbulent kinetic energy; (c,d) Results with same setting as case (21,22) except d1 = 1D.
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3.2.2. Two HAWTs at Left and Right

The power coefficients of each HAWT are shown in Table 5. When the distance d2
between the left and right HAWTs is 2D (case (26), looking towards the positive x-axis), the
total power of the two left-right HAWTs has the smallest value 0.719. When the distance d2
increases to 4D or decreases to 1.2D, the total power coefficient of both case (25) and case
(27) increases to 0.804 and 0.850, respectively. Considering that the BEM-CFD method is
less accurate in calculating the near-field, we mainly focus on the far-field. It can be seen
that the best distance d2 between the left and right HAWTs is set to 4D. To set TSR = 7 for
the right HAWT, the distance d2 = 1.2D between left and right HAWTs, and the rotating
speed in the same value. If the rotating speed direction is the same or opposite, we get case
(28) or case (29). Case (30) and Case (31) only change the distance to d2 = 4D, other settings
are the same as case (28) and case (29) respectively. The axial velocity and turbulent kinetic
energy of these four cases are shown in Figure 13. We can learn from this figure that, when
Rotor2 reverses, the subsequent axial velocity loss weakens. When the distance between
the two HAWTs is d2 = 4D, after the turbulence kinetic energy is amplified, three regions of
turbulence kinetic energy size can be seen, which are represented by the size of a circle in
the Figure 13e. After the rotating direction of Rotor2 reverses, the size of the region mode
changes.

Table 5. Two left–right HAWTs.

Case d2 Rotor1-Right CP Rotor2-Left CP Rotor2 + Rotor1

(25) 1.2D 0.411 0.393 0.804
(26) 2D 0.354 0.365 0.719
(27) 4D 0.422 0.428 0.850

3.2.3. Three Staggered HAWTs

Power coefficients for the three staggered HAWTs are shown in Table 6. Combined
with the previous calculation results, it can be seen that: The power of each HAWT in
Case (32) is basically equal with d1 = 4D and d2 = 4D; As the distance d1 = 1D and d2 = 1.2D
between the front-rea1r and left-right HAWTs increase to d1 = 4D and d2 = 4D, the total
power coefficient increases from 1.087 to 1.272. Comparing case (33) with case (25), after
placing a HAWT in the center back of the two left–right HAWTs with d2 = 1.2D, the total
power of the front two left–right HAWTs decreases from 0.804 for case (25) to 0.776 for
case (33). Comparing case (32) with case (17) and case (27), it can be seen that when the left
and right spacing is d1 = 4D, the power of each front left–right HAWTs is basically equal,
and the power of the rear Rotor3 is equivalent to that of the front left and right HAWTs;
However, when the two front–rear HAWTs rotate on the same axis, the power of the rear
HAWT decreases to 70.1% of that of the front HAWT; This result to some extent indicates
the superiority of a staggered arrangement of wind farm HAWTs. To set TSR = 7 for the
right HAWT, the distance d1 = 4D and d2 = 4D, and the rotating speed in the same value.
If the rotating speed direction of Rotor3 is the same or opposite, we get case (34) or case
(35). Only when the Rotor2 has the opposite rotating direction and other settings are the
same, it is case (36). The axial velocity and turbulent kinetic energy of these three cases are
shown in Figure 14. From the figure, it is apparent that, when the rotating speed directions
of the three HAWTs are the same, the axial velocity has a significant decrease at the blade
hub. When only one HAWT reverses, the wake flow of the reversed HAWT is blurry, and
there will no longer be a significant decrease in axial velocity at the hub, such as the rear
Rotor3 in case (35) and the left Rotor2 in case (36). Distributions of turbulent kinetic energy
in the same rotating direction of three HAWTs in case (34) and in case (35) with only Rotor3
reversing are similar; when only the left Rotor2 reverses direction, turbulent kinetic energy
at the wake of both Rotor3 and Rotor2 is comparable to that of case (34) and case (35), while
turbulent kinetic energy at the wake of Rotor2 decreases.
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(e) Close-up turbulence kinetic energy of case (30,31).
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Table 6. Staggered three HAWTs.

Case d1 d2 Rotor1-Right CP Rotor2-Left CP Rotor3-Rear CP Rotor (1 + 2 + 3) CP

(32) 4D 4D 0.420 0.428 0.424 1.272
(33) 1D 1.2D 0.394 0.382 0.311 1.087
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3.3. HAWTs Arrays
3.3.1. A Three-Rows and Three-Columns HAWTs Array

A three-rows and three-columns HAWTs array with uniform distances d1 = 4D and
d2 = 4D is set. All HAWTs have the same rotating speed. Note case (37) with the first row
HAWTs of TSR = 4, case (38) and case (39) with the first row HAWTs of TSR = 7, and case
(39) has only the middle HAWT (Rotor5) turning in the opposite direction. Axial-velocity
and turbulent-kinetic-energy field are shown in Figure 15, which shows that, as the TSR of
the first row HAWTs increases, the overall wake velocity loss and region size increase, as
shown in Figure 15a. Comparing case (37) with case (38), when TSR = 4, there is basically
no low axial velocity component at the center of the first and second rows HAWTs wake. As
TSR increases, an axial velocity component similar to the third row HAWTs wake appears
at the second row HAWTs wake. Comparing case (38) with case (39), the turbulent kinetic
energy region is basically the same, as shown in Figure 15c. A larger axial velocity loss in
the wake of the middle HAWT (Rotor5) in case (39) can be observed, as shown in Figure 15b.
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Figure 15. Flow field of A 3-rows and 3-columns HAWTs array: (a) Axial velocity comparison with
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comparison of case (38) and case (39).

3.3.2. A One-Row and Three-Columns HAWTs Array with ABL

In order to consider the actual flow field of HAWTs arrays in the wind farm, a scene has
been specially designed here, where a one-row and three-columns HAWTs array is placed
in a mountainous area, as shown in Figure 16a. The mountain shape here is randomly
generated, with the lowest point of the mountain being 100 m above sea level and the
highest point of the mountain being 207.3 m above sea level. The atmospheric boundary
layer model [29,30] is added. An inlet velocity profile is obtained from ground surface
friction velocity, flow direction (positive direction of x-axis) and “vertical” direction. The
lowest point of the ground and the surface roughness height are set respectively as z = 0 m
and z0 = 0.1 m. The reference speed at a height of 20 m above the ground is Ure f = 10 m/s.
Axial velocity and turbulent kinetic energy fields are given in Figure 16b,c. We can derive
from these that the axial velocity loss is greater in the closest rotor to the mountain surface
(Rotor1) and the farthest from the mountain surface (Rotor2), as shown in Figure 16b, which
indicates the importance of terrain on the influence of HAWTs wake flow. The axial velocity
loss areas of the three HAWTs are similar. The turbulence kinetic energy caused by the
HAWT farthest from the ground is the smallest, and due to different mountain terrain,
turbulence kinetic energy in the wake of the three HAWTs shows different sizes, as shown
in Figure 16c.



Wind 2023, 3 481

Wind 2023, 3, FOR PEER REVIEW 24 
 

 

boundary layer model [29,30] is added. An inlet velocity profile is obtained from ground 
surface friction velocity, flow direction (positive direction of 𝑥-axis) and “vertical” direc-
tion. The lowest point of the ground and the surface roughness height are set respectively 
as 𝑧 = 0 m and 𝑧 = 0.1 m. The reference speed at a height of 20 m above the ground is 𝑈 = 10 m/s. Axial velocity and turbulent kinetic energy fields are given in Figure 16b,c. 
We can derive from these that the axial velocity loss is greater in the closest rotor to the 
mountain surface (Rotor1) and the farthest from the mountain surface (Rotor2), as shown 
in Figure 16b, which indicates the importance of terrain on the influence of HAWTs wake 
flow. The axial velocity loss areas of the three HAWTs are similar. The turbulence kinetic 
energy caused by the HAWT farthest from the ground is the smallest, and due to different 
mountain terrain, turbulence kinetic energy in the wake of the three HAWTs shows dif-
ferent sizes, as shown in Figure 16c. 

 
Figure 16. A wind-turbine array in the atmospheric boundary layer: (a) Specially designed scenarios 
(the lower-right corner is a screenshot in the HAWTs rotor plane); (b) Axial velocity; (c) Turbulent 
kinetic energy. 

3.4. Sensitivity Analysis 
In order to conduct an in-depth analysis of the performance of wind-turbine arrays 

with different arrangements for practical selection decisions, and for simplicity, here we 
only perform a sensitivity analysis on the two HAWTs arrangement to study the effect of 
power coefficients relative to different spacing between wind turbines in different direc-
tions. The results are shown in Figure 17. From the figure, it can be seen that in the direc-
tion of the wind, the distance 𝑑ଵ between the front and rear HAWTs has a significant 
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kinetic energy.

3.4. Sensitivity Analysis

In order to conduct an in-depth analysis of the performance of wind-turbine arrays
with different arrangements for practical selection decisions, and for simplicity, here we
only perform a sensitivity analysis on the two HAWTs arrangement to study the effect of
power coefficients relative to different spacing between wind turbines in different directions.
The results are shown in Figure 17. From the figure, it can be seen that in the direction of
the wind, the distance d1 between the front and rear HAWTs has a significant impact on
the power of the rear HAWT. However, when d1 > 6D, there is basically no gain in HAWT
power after increasing d1. The power of the upstream HAWT only slightly decreases with
d1 being too small or too large, and remains basically unchanged overall. In the crosswind
direction, as the distance d2 between the left and right HAWTs changes, the power changes
of the left and right HAWTs are consistent, which is also in line with our usual intuition.
At around d2 = 2D, whether it is a single HAWT power or two total power, there is
a minimum value. When the left and right HAWTs do not collide, the total power will
increase when d2 < 2D, and its increase rate is greater than when d2 > 2D.
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4. Conclusions

This article reviews and studies six different numerical modeling methods for HAWTs.
A series of numerical experiments were conducted on a commercial mesoscale Nordbank
NTK 500/41 three-blade HAWT using different methods, including single-HAWT and
multi-HAWTs flow fields. In the single-HAWT numerical experiment, DM and BEM-CFD
methods were used, and also different blade cross-section airfoils were used, to explain
why the BEM-CFD method was used in the calculation of HAWT array flow fields in large
wind farms. In numerical experiments on multiple HAWTs, the BEM-CFD method was
mainly used to study the flow field of HAWT arrays with different arrangements and the
power obtained by the HAWTs, and some beneficial results were obtained. In line with the
two main issues proposed in the first section of this article, here we only provide our two
most important conclusions, accordingly:

1. The BEM-CFD method greatly improves the calculation speed within an accuracy
range of thrust coefficients less than 2.5%, making it very suitable for the calculation
of large wind farm HAWT arrays; By using the results of uniform loading in the
BEM-CFD method, the HAWT can be subjected to any desired non-uniform loading,
which is very meaningful for optimizing the design of the HAWT.

2. For regular HAWT arrays, it is reasonable to choose a 6D spacing in the wind direction
and a 4D spacing in the crosswind direction for simplicity in practice. In order to
improve the total power acquisition of a large wind farm HAWT array, we can adopt
irregular HAWT array arrangements. Among them, this irregularity includes: the
rotation direction of the HAWT arrays can be inconsistent, the size of the HAWTs and
the cross-sectional airfoil of the HAWT blades cannot be the same, and so on. Further
research is needed on which of these irregularly arranged HAWT arrays or regular
HAWT arrays with real-time control systems has the lower cost.
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Note that our research also has certain limitations, such as our numerical experiments
being conducted under the assumption of an incompressible flow field. The wind always
follows one direction without considering the real-time control system of the HAWT, and
the HAWT does not perform any yaw or tilt movements. Consideration of the complexity
of real atmosphere is also insufficient. However, these limitations do not affect our intention
to answer the two main questions that this article aims to explore.
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Abbreviations
The following abbreviations are used in this article, which are given according to their order of
appearance:

HAWT horizontal-axis wind-turbine
AM analytical method
VM vortex-lattice or particle method
PM panel method
BEM blade element momentum method
GAM generalized actuator method
DM direct modeling method
CFD computational fluid dynamics
TSR tip-speed ratio
ABL atmospheric boundary layer
Re Reynolds number
DNS direct numerical simulation
AD actuator disk method
AS actuator surface method
AL actuator line method
RANS Reynolds average Navier–Stokes equation
LES large eddy simulation
PD permeable disk
Ma Mach number
BCs boundary conditions
ICs initial conditions
PISO algorithm of pressure-implicit splitting-operators
GAAM geometric aggregated algebraic multi grid method
SIMPLE semi-implicit method for pressure linked equations
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